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Abstract—Rolling upgrade is a practical industry technique for online updating of software in distributed systems. This paper focuses on rolling upgrade of software versions in virtual machine instances on cloud computing platforms, when various failures may occur. An operator can choose the number of instances that are updated in one round and system environments to minimise completion time, availability degradation, and monetary cost for entire rolling upgrade, and hence this is a multi-objective optimisation problem. To predict completion time in the presence of failures, we offer a stochastic model that represents the dynamics of rolling upgrade. To reduce the computational effort of decision making for large scale complex systems, we propose a technique that can find a Pareto set quickly via an upper bound of the expected completion time. Then an optimum of the original problem can be chosen from this set of potential solutions. We validate our approach to minimise the objectives, through both experiments in Amazon Web Service (AWS) and simulations.

I. INTRODUCTION

Software upgrade in enterprise systems, especially in large scale web service systems, is inevitable and its frequency has been increasing. The research challenges of doing this in distributed systems that must remain highly available, while handling failures, have been recognised a decade ago [1]; the vulnerability of distributed software upgrade has been explored [2], [3]. Currently, the common practice in industry is to use rolling upgrade [3]: a small number of instances are changed in one round, from the old version (V1) to the new one (V2), and then another round changes another small set of instances. This process is repeated in a wave rolling throughout a system, until all instances are of V2. This paper focuses on rolling upgrade of a software application deployed in clouds, where it is economical and simple to update software by thoroughly replacing some virtual machine instances in V1 with newly created ones in V2. The advantage of rolling upgrade is that availability does not degrade too much.

Both previous studies and industrial experiences have revealed that rolling upgrade is vulnerable to diverse failures. During a rolling upgrade, there are many sources of failures such as system hardware, software infrastructure, the virtualisation layers, and even applications in a cloud. All of potential failures can significantly affect the upgrade process. Thanks to virtualisation technology, failures can be efficiently tolerated by replacing and migrating failed virtual machines. However, actively replacing failed instances brings uncertainty to the progress of rolling upgrade: For a software system running in clouds, there are a bundle of backup images. In clouds modifying images of running virtual machines is often warned [4], [5]. A software version of the backup images should be stable and reliable, and consequently is too critical to be replaced before its next version has been well tested and confirmed from online experience. That is, any newly created instances must be in V1. In a rolling upgrade, while some instances are being upgraded from V1 to V2, some of V2 may be returning to V1 due to failures.

In practice on planning a rolling upgrade in a cloud-hosted application, an operator would like to achieve some goals: completing the process quickly, paying as little monetary cost as possible, and keeping high service availability. The operator has some choices to trade off, the number of instances to upgrade at one round, system environments, and operation types: The more instances are being upgraded in each round, the less instances can provide service, but the earlier the rolling upgrade can be finished. Failures can degrade availability and extend completion time, but an operator can prepare for a rolling upgrade by adjusting system environments to reduce software, system, and performance interference, by moving partial workload off the instances, by employing more reliable upgrade operations. The preparation can lead to more stable and better system environments which imply low failure probabilities, but monetary cost applies.

In this paper, our first contribution is the formulation of multi-objective optimisation for simultaneously minimising the completion time (T), the cost (C), and the expected loss (L) of service instances with the presence of failures. We name this optimisation to be the TCL problem. To solve the TCL problem, it is necessary to understand system dynamics during rolling upgrade, and to this end we offer the second contribution: a stochastic model that represents rolling upgrade processes for computing T. With the model the TCL problem is theoretically solvable, but it is computationally expensive for large-scale complex systems. Hence, our third contribution is a technique: we use an upper bound of the expected completion time to find a Pareto set, in which we search for the minimum of scalarized objective function, given the weights chosen by an operator. Our evaluations show that our model gives good predictions of the metrics, and our search-reduction optimisation finds the TCL solutions in much reduced computational effort, while for some weights the solution we find is suboptimal but still close to the global optimum.
The rest of this paper is structured as follows. In Section II, we review the related work. In Section III, we present the assumptions and the terminology in this paper. In Section IV, the TCL optimisation problem is formulated. In Section V we use absorbing Markov chains to provide the computation of predicted completion time. In Section VI we use an upper bound of expected completion time to solve the problem efficiently. In Section VII, our experiments are described, and the results are presented. Section VIII concludes this paper and reflects our contributions.

II. RELATED WORK

On cloud platforms, upgrading instances can be carried out by simply shutting down and restarting virtual machines [6]. In [3], knowledge of faults is assumed and a fault model is proposed to help a system. A probabilistic risk model has been proposed to understand the risk by comparing different factors in [7]. In this way, it is possible to decide whether to upgrade or not, but not possible to control and predict rolling upgrade in runtime. In [8], [9], understanding the dynamics of software updating with the presence of failures has been recognised to be essential for distributed software updates. Software, performance, and fault interferences exist in software systems. Interferences can have heavy impact on failures and faults. In clouds infrastructure among tenants and virtual machines is also considerable. It is possible to moderate system environments to reduce faults and improve performance [10]–[13].

Reliability and availability of software and hardware systems have been well analysed with stochastic models [14]–[17]. Recently we have reported on risk quantification for version switch in rolling upgrade [17] and a distributed rolling upgrade protocol [18], both of which represent system dynamics with absorbing Markov chains under different assumptions on failures. The computation time of numeric models may be considerably long and this hampers the practical usage in many cases. In [19], a technique is addressed for deriving an upper bound of expected completion time for specific absorbing Markov chains with little computation effort.

To implement our approach, we need AutoScaling, which aims at elasticity and has been a standard module in popular cloud software stacks [4], [5]. We also need information retrieval and extraction from software systems. The techniques have been well surveyed [15]. There are also some techniques and tools for exactly acquiring failure probabilities. In the context of data centres, the failure probabilities can be estimated as the ratio of the number of components of a given type that failed during a time period over the total number of components of this type [20]. Regarding the failure probabilities of software dependencies, the Common Vulnerability Scoring System (CVSS) [21] can be used to provide vulnerability-related failure probabilities for many software libraries and packages. In order to deal with software faults and errors, our previous work on process context mining and log analysis, detection and diagnosis of software flaws and configuration errors, and risk control in [17], [22] are also necessary for a full-fledged implementation.

III. PRELIMINARIES

In this section, we present the formalisation and necessary notations. For clarity of language, in the following we say an operation for an attempt to replace a single instance in \( V_1 \) with a new instance in \( V_2 \), a round for the simultaneous operations that replace a small number of the instances, and rolling upgrade or process for the entire activity (in multiple rounds) that upgrades all the \( N \) instances. The notations we are using are listed in Table I.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>Number of all instances</td>
</tr>
<tr>
<td>( G )</td>
<td>Granularity, the number of instances in one upgrade</td>
</tr>
<tr>
<td>( p_{pi} )</td>
<td>Probability of platform failure for an individual instance</td>
</tr>
<tr>
<td>( p_i )</td>
<td>Probability of an individual operation failure</td>
</tr>
<tr>
<td>( K )</td>
<td>Set of system options, i.e., ( (p_{ps}, p_{ps}) ) pairs</td>
</tr>
<tr>
<td>( T ) or ( T(p_{ps}, p_{ps}, G) )</td>
<td>Expected time (in rounds) to complete rolling upgrade</td>
</tr>
<tr>
<td>( B(p_{ps}, p_{ps}, G) )</td>
<td>Bound of expected completion time ( T(p_{ps}, p_{ps}, G) )</td>
</tr>
<tr>
<td>( C ) or ( C(p_{ps}, p_{ps}) )</td>
<td>Financial cost of a given option</td>
</tr>
<tr>
<td>( L ) or ( L(p_{ps}, G) )</td>
<td>Expected loss of service instances per round</td>
</tr>
<tr>
<td>( U )</td>
<td>Number of upgraded instances</td>
</tr>
<tr>
<td>( g )</td>
<td>Number of failures in instances being upgraded</td>
</tr>
<tr>
<td>( u )</td>
<td>Number of failures in upgraded instances</td>
</tr>
<tr>
<td>( e )</td>
<td>Number of operation failures</td>
</tr>
</tbody>
</table>

A. System Model

The system consists of a set of instances that initially are ready to be upgraded. A rolling upgrade is performed in consecutive rounds, and in each round a subset of \( V_1 \) instances are selected. The size of the subset, i.e. the granularity value \( G \), can be chosen by the operator. Then, \( G \) operations attempt to replace the selected instances simultaneously in one round. After all new instances have been tested, a round is finished and the next one can start. We measure the completion time of the entire rolling upgrade process in the number of all rounds, which are assigned the same timeout. In each round an individual instance is given only one attempt, and if it is not successful, another attempt to the same instance will be in a later round.

The progress of the rolling upgrade is characterised by the number of \( V_1 \) instances. We refer to the situation that exactly \( i \) instances are healthily running \( V_1 \) (and thus there are \( N - i \) instances running \( V_2 \)), as state \( i \) of the rolling upgrade\(^1\). When \( i \) reduces from \( N \) to 0, we say that a rolling upgrade has been successfully finished. The assumptions necessary for modelling and formulating the problem are listed as follows.

\( A_1 \) Software and configuration faults can be detected, and failures will be handled by a recovery.

\( A_2 \) An instance can only fail once in a round. This makes the model simpler, and is a reasonable approximation to reality because a round is not much longer than the replacement time.

\( A_3 \) The operator can obtain information such as failure probabilities or rates for each system option through retrieving or extracting systems information.

\( A_4 \) The operator is aware of the possible system options and can obtain the information about the corresponding costs.

Note that, one may argue that a rolling upgrade can be scheduled to an idle time slot in a system, but we do not consider

\(^1\)This descending numbering makes for analytical convenience later
this for two reasons: First a rolling upgrade may take a long time, hours or days, in large scale systems and applications such that there is no time slot long enough; Second for those systems that do not provide continuous service and indeed have sufficient idle time, rolling upgrade is not necessary.

B. Failure and Cost

Since we use instance health checking and auto-scaling provided by cloud infrastructures to deal with instance and infrastructure failures, we only need to consider the features of those failures other than what they are and how they can be tolerated. This is the benefit from cloud technologies. We name this kind of failures Platform failures, which randomly appear in any instances. Since all rounds are assigned the same timeout, the probability, \( p_p \), of platform failures for an individual instance in a round can be computed from the operator’s knowledge (see \( A_3 \)). Thus, the number of platform failures during a round follows a binomial distribution characterised by \( p_p \). An attempt to upgrade an instance may fail, sometimes frequently. We call this kind of failures Operation failures. From sufficient software test, the number of operation failures can be known and it also follows a binomial distribution with the probability \( p_o \). For all the other software and configuration faults, we have assumed \( A_1 \) and will not consider in this paper.

The recovery of failures does not impact the process, since the recovered instances are in \( V_1 \). If all instances are in \( V_2 \) except some instances not recovered yet in the final rounds, the operations will directly create new \( V_2 \) instances.

The operator has a number of system options (see \( A_4 \)). Each option corresponds to particular system environment and operation, which are characterised by a pair of \((p_p, p_o)\). We regard \( p_p \) and \( p_o \) as discrete parameters. The pairs of \( K_i = (p_p, p_o) \) are contained into a set \( K \). Thus, \( K \) represents a system option for rolling upgrade. Each system option is associated with a corresponding financial cost. The cost data are available (see \( A_4 \)). The costs are in the set \( C \). There is a mapping between \( K \) and \( C \): \( C : K \mapsto C \). Because different environments may result in the same cost, \(|K| \geq |C|\). To know the exact form of \( C \) is difficult and there is no existing cost functions for cloud context in the literature. The cost data can be collected from specific systems, calculated from the price list of pay-as-you-go if available, or extracted from maintenance cost.

IV. THE TCL OPTIMISATION PROBLEM

An operator can decide on a granularity \( G \), and choose a system option with particular failure probabilities, for the tradeoff among the goals. The expected completion time depends on \( p_p \), \( p_o \), and \( G \) and consequently is denoted as a computation \( T(p_p, p_o, G) \); The cost is known as \( C(p_p, p_o) \); The expected loss of service instances can be calculated as follows: In each round, some of the instances of the service are not available to respond to clients, either because those instances are being operated, or because they are being recovered after failures. Since the recovery is actually to replace failed instances, the recovery time can be approximately the time length of a round. It is not difficult to see that \( L \) depends also on \( p_p \), and then we derive the expected number of lost instances per round,

\[
L(p_p, G) = (N - G)p_p + G. \tag{1}
\]

The tradeoff is that if an operator chooses a system option with smaller failure probabilities for shorter completion time and less expected loss of instances, the cost will be higher, while a greater \( G \) means fewer rounds but more loss of instances in each round. Generally, an operator needs to minimise \( T \), \( C \) and \( L \). Then, we formulate the multi-objective optimisation problem, i.e. the TCL problem.

\[
\min \{ T(p_p, p_o, G), C(p_p, p_o), L(p_p, G) \}
\]

\[
s.t. \quad p_p, p_o \in K \quad 1 \leq G \leq N \tag{2}
\]

The TCL problem can be solved in many ways [23]. In this paper, we adopt the scalarisation technique, by which the TCL problem is in the following form.

\[
\min f = \alpha T(p_p, p_o, G) + \beta C(p_p, p_o) + \gamma L(p_p, G) \tag{3}
\]

\[
s.t. \quad \{p_p, p_o\} \in K \quad 1 \leq G \leq N, \quad \alpha + \beta + \gamma = 1.
\]

The benefit of adopting the scalarization technique is that the weights \( \alpha \), \( \beta \), and \( \gamma \) can be set by an operator to give appropriate emphasis on the objectives to reflect the importance of a particular setting. Note that, in some cases magnitude differences may have obvious impact on the result. It is not difficult to adopt a transformation method to remove the differences, about which in this paper we do not discuss.

In the TCL problem, \( G \), \( p_p \), and \( p_o \) are all discrete; \( C(p_p, p_o) \) is known; \( L(p_p, G) \) is in a closed form. Thus the essential step is to compute an accurate \( T(p_p, p_o, G) \). In the next section, we show the computation through stochastic modelling.

V. MODELLING ROLLING UPGRADE WITH DTMC

In this section, we provide the computation \( T(p_p, p_o, G) \) for predicting expected completion time. The nature of rolling upgrade consisting of consecutive rounds implies a discrete time model, and therefore we choose discrete time Markov chain (DTMC) to represent the dynamics of rolling upgrade. Since a process ends at all instances being in \( V_2 \), there must be an absorbing state. We use the system states as the state space of the absorbing Markov model, \( \{0, 1, 2, \cdots, N\} \), where \( 0 \) denotes that there is no instance remaining in \( V_1 \). A process starts from \( N \) and once it reaches the state \( 0 \), it is successfully finished. In each round, the state moves forward or backward, or stays in the same state as before. The farthest forward transition distance is \( G \). In other words, if the current state is \( i \) the next state after a forward transition is at most \( i - G \) (no failure presents). On the other hand, the next state after a backward transition from \( i \) can be \( N \) (there are too many failures). Some examples with different \( G \) are shown; in Fig. 1.

In this paper, we provide below a general solution for all \( 1 \leq G \leq N \).

We need to calculate the transition probabilities in terms of the probabilities of failures. For a forward transition from the state \( i \) to \( i - j \), the number of successful operations should be \( j \) at least. The number of successful operations can be greater
than \( j \), when some \( V_2 \) instances are lost due to failures. Since in every round, a rolling upgrade operates on \( G \) instances, it is necessary to understand what have happened to the other \( G - j \) instances. If \( g \) instances in \( G \) fail, the number of operations is actually \( G - g \), but \( G - g \geq j \) because at least \( j \) successful operations must be performed for the transition from \( i \) to \( i - j \). Hence, we know \( g \leq G - j \). Then if \( G - j - g > 0 \), there must be \( u \) platform failures in \( V_2 \) instances and \( v \) operation failures, and otherwise the state will move farther than \( j \) steps. For this reason, \( u + v = G - j - g \) must hold. In other words, the number of actual operations should be \( u + v + j = G - g \), among which the number of successful operations should be \( u + j \) since \( v \) operations must fail. Note that, the failures in \( V_1 \) instances have no impact on any transitions. By summing up, the forward transition probability is (4).

Since \( U = N - G - i \), the probability is a function of \( i \). Similarly for the backward transition probability, the net loss of \( V_2 \) instances should be \( j \). Hence, the number of failures in \( V_2 \) instances should be \( u \geq j \) and \( u \leq G + j \) since only failures can move the states backward. The number of successful operations should be \( u - j \) out of \( G - g \) operations and as a result the other \( G - g - u + j \) operations must be with operation failures. The backward transition probability is (5).

\[
\begin{align*}
p_{i, i-j} &= \sum_{g=0}^{G-j} \sum_{u=0}^{G-i-g} \binom{G}{g} \binom{U}{u} p^g u q^G U - g - u \\
& \quad \cdot \binom{G - g}{u + j} p_{o}^{G - j - g - u} q_{o}^{u + j}, \\
p_{i, i+j} &= \sum_{g=0}^{G+j-g} \sum_{u=j}^{G} \binom{G}{g} \binom{U}{u} p^g u q^G U - g - u \\
& \quad \cdot \binom{G - g}{u - j} p_{o}^{G - g - u + j} q_{o}^{u - j}.
\end{align*}
\]

It is possible that after an upgrade the state does not change at all. This probability is \( p_{i, i} \) in (6), since we only consider the case that all \( p_{i,j} \) add up to 1.

\[
p_{i, i} = 1 - \sum_{j=1}^{N-i} p_{i, i+j} + \sum_{j=1}^{G} p_{i, i-j}.
\]

Note that in the modelling \( G \) should be replaced by \( i \) iff. \( i < G \) because at the final rounds the granularity is possible to be smaller than \( G \). Because the \( V_1 \) instances are not involved in the transition probabilities, the \( V_1 \) instances do not impact the accuracy of our modelling.

With all the transition probabilities, the stochastic matrix \( P \) can be established. Then, it is not difficult to compute the expected completion time in terms of [14]. In this paper, we do not repeat the content in textbook. As a result, we can compute \( T(p_p, p_o, G) \) from the model. As we will see in Section VII, the accuracy of \( T(p_p, p_o, G) \) is satisfying. Thus, the TCL problem becomes solvable.

VI. SOLVING TCL PROBLEM EFFICIENTLY

Because both \( T(p_p, p_o, G) \) and \( C(p_p, p_o) \) are not explicit functions, we need a search algorithm to find the optima, but it is inevitable to query the model for \( T(p_p, p_o, G) \) many times. Each query has to compute an inverse of a matrix with considerable computation effort. In larger-scale systems, the search space may be huge and consequently the transition matrix is big. Therefore large-scale optimisations become difficult. If we can compare completion times from different parameters and shrink the search space without matrix computation, the optimisation can be solved more efficiently. That implies such a computation \( B(p_p, p_o, G) \): It must be computed quickly; If \( T(p^1_p, p^1_o, G^1) \leq T(p^2_p, p^2_o, G^2) \), we always have \( B(p^1_p, p^1_o, G^1) \leq B(p^2_p, p^2_o, G^2) \). In this paper, we adopt an upper bound of the expected completion time and use this bound as \( B(p_p, p_o, G) \). Then we evaluate the effectiveness and the efficiency through experiments.

A. An Upper Bound of Completion Time

At first, let us discuss the model in a formal way. The model has a state space \( \Pi = \{0, 1, 2, 3, \ldots, N\} \). A chain is a series of random variables \( \{\pi_j \} \in \Pi \). The absorbing state is 0 and a process starts from \( \pi_0 = N \). Let \( T_N \) be the completion time from the initial state \( N \). Then, we introduce the upper bound of \( E[T_N] \) through the drift, which is defined to be \( \Delta_i = \sum_{i=1}^{N-1} l p_{i,i+1} - \sum_{i=1}^{G} l p_{i,i-1} \). Given the granularity and the probabilities, \( \Delta_i \) keeps monotonicity as shown in Lemma 1 and 2. Because the space limit, we do not derive the bound in this paper. The proofs can be reached in [19].

**Lemma 1.** For a transition matrix generated by (4), (5), (6), as \( i \) decreases, i.e. a rolling upgrade progressing, \( \Delta_i \) keeps increasing always.

**Lemma 2.** If \( \Delta_1 > 0 \), there must be a state \( \tau \) such that \( \forall i < \tau, \Delta_i < 0 \) and \( \forall i \geq \tau, \Delta_i \geq 0 \).

In practice, computing our bounds only needs the monotonicity of \( \Delta_i \), and actually it does not need to construct the matrix and compute all \( \Delta_i \). For the case that both positive and negative drifts exist, the existence of \( \tau \) splits the entire state space into two parts: One is the states with negative drifts and the other is the states with positive drifts. Let the latter be a sub-space \( \Omega = \{\pi \in \Pi, \Delta_i > 0\} \), in which all states are with non-negative drifts, and in \( \Pi \) – \( \Omega \) all states are with negative drifts. Physically this implies that such a rolling upgrade proceeds quickly before \( \tau \) and slows down until the finish of the whole rolling upgrade. The upper bound of expected completion time for \( \Omega = \emptyset \) is in Theorem 3.
Theorem 3. If $\Omega = \emptyset$, $E[T_N] \leq \left\lceil \frac{\log(N - \tau)}{\log \mu} \right\rceil + \frac{\mu}{\mu - 1} \cdot \frac{N - \tau}{i + \Delta_{N - \tau}}$, where $\mu = \frac{1}{N - \Delta_1}$.

When $\Omega \neq \emptyset$, we provide Theorem 4 to solve this problem, but we only provide the case of $0 < \Delta_1 < 1$, since when $\Delta_1 \geq 1$ the completion time must be unreasonably long with respect to the number of instances. In this paper, we filter off those cases resulting in $\Delta_1 \geq 1$ immediately.

Theorem 4. For $\Omega \neq \emptyset$, $0 < \Delta_1 < 1$ and $\Delta_\tau \geq 0$, let $T^\Omega$ represent the time spent in $\Omega$ before returning back to $\Pi - \Omega$ or falling into the final absorbing state, and let $T^\Pi_{N-\tau}$ be the time before entering $\Omega$, the expected completion time of a rolling upgrade is bounded as

\[
E[T_N] \leq E[C_\Omega]\left(E[T^\Omega] + E[T^\Pi_{N-\tau}]\right),
\]

where $C_\Omega$ is the number of commutes between $\Omega$ and $\Pi - \Omega$, and

\[
E[T^\Pi_{N-\tau}] \leq \left\lceil \frac{\log(N - \tau)}{\log \mu} \right\rceil + \frac{\mu}{\mu - 1} \cdot \frac{N - \tau}{i + \Delta_{N - \tau}},
\]

\[
E[T^\Omega] = \frac{1}{\Delta_1} + \frac{(\tau + 1)(E[C_\Omega])^{\tau + 1}}{\Delta_1} + \frac{2}{1 - \Delta_1},
\]

\[
E[C_\Omega] = \frac{1 - \Delta_1}{1 + \Delta_1}.
\]

As a result, $B(G, p_p, p_o)$ is the bound in either Theorem 3 or Theorem 4.

B. Finding Pareto Sets and Proposed Optimisation Method

With the aforementioned bound, the optimisation in (2) can be solved in two steps. First, we search for a Pareto set $S^\ast$, i.e. Pareto surface, for the following optimisation problem.

\[
\begin{align*}
\min & \quad \{B(p_p, p_o, G), C(p_p, p_o, L(p_p, G) \} \\
\text{s. t.} & \quad \{p_p, p_o\} \in K, 1 \leq G \leq N \\
S^\ast = \{p_p^\ast, p_o^\ast, G^\ast\} | \\
& \quad B(p_p^\ast, p_o^\ast, G^\ast) \leq B(p_p, p_o, G), C(p_p^\ast, p_o^\ast, G^\ast) \leq C(p_p, p_o, G), L(p_p^\ast, G^\ast) \leq L(p_p, G), \forall p_p, p_o, G = \emptyset).
\end{align*}
\]

Second, we search only over $S^\ast$ for an optimum in terms of the following scalarisation.

\[
\begin{align*}
\min & \quad f = \alpha T(p_p, p_o, G) + \beta C(p_p, p_o) + \gamma L(p_p, G) \\
\text{s. t.} & \quad \{p_p, p_o, G\} \in S^\ast,
\end{align*}
\]

and $\alpha + \beta + \gamma = 1$. It has been proved that the minimum produced by (3) is an efficient solution for the original multi-objective optimisation problem and belongs to the original Pareto set $S$ of (2). If $B(p_p, p_o, G)$ can distinguish and compare different solutions well, $S^\ast$ is identical or close to $S$, and hence the minimum from (8) is the same as or close to (3). Because any change to the parameters results in different $\Delta_1$, which impact on the bounds heavily, the bound can trace the change of the expected completion time. In this paper, we evaluate the effect in experiments. Both $S$ and $S^\ast$ must be smaller than the overall search space.

Now, actually we have two optimisation methods: $M_1$ is our proposed method that finds $S^\ast$ via the bound for (7) and then searches for the solutions in $S^\ast$ for minimising the objective function in (8); $M_2$ is to find $S$ directly via the model and then searches for the solutions in $S^\ast$. It is possible to search for an optimum directly from the search space, but we do not discuss this possibility in this paper, because a notable benefit from $M_1$ and $M_2$ is that once a Pareto set is found whatever $\alpha$, $\beta$, and $\gamma$ are from users, the optimisation can be solved on the set because all optima must be in the Pareto set. Also we omit the analytical comparison between the two methods, since $M_1$ is obviously faster than $M_2$ for no matrix operations involved.

VII. EMPIRICAL STUDIES

In this section we examine the validity of our model, and the proposed optimisation method. We have some experiments done in AWS, among instances which work in a cooperative mode to host distributed HTTP servers. In our AWS experiments, we have artificially introduced failures by killing instances with appropriate probabilities. In AWS, we examine only settings where $N = 32$, as these experiments cost real money. We also have run discrete event simulations, in which we watch on the change of the instances in each version, for a wider range of system sizes with 32, 64 and 128 instances. The rolling upgrade and its control are coded in Java in AWS, and the algorithm, the bounding, and the optimisation are coded in R on a desktop computer. In both settings, the system options and the associated failure probabilities come from our previous tests and those reported in [3].

In Fig. 2 we compare the expected completion time from the model, the upper bound, and the average completion time from experiments including the loss of instances. It is visible that our model can capture the change of completion time. The bound can also reflect the change clearly, but as we can see in A and C when $G$ becomes big enough the lines are almost horizontal for the bound. We call this phenomenon saturation, but the saturation does not apply for the probabilities as shown in B and D. The bound enters the saturation always earliest. This is the reason why the bound can be used for optimisation, since in most cases the bound can reflect the change of real completion time very well. Even if a sub-optimal solution is selected via the bound for big $G$, the errors must be very small. We test different numbers of options to observe the differences of Pareto sets and the computation times taken by $M_1$ and $M_2$ in E. The number of options is either 9 or 36 for the experiments with 32 or 64 instances, and the results are the average of many repeats. The cost values and the probabilities are randomly generated within the ranges. In order to eliminate the impact from different computers, we show the average coverage of $S^\ast$ onto $S$, and the ratio of the computation time of $M_1$ to $M_2$. Note that we only measure the time used for finding the Pareto sets rather than finding an exact optimum. It is easy to see that the coverage is high, but reducing as the search space size increases. While, the computation time taken by $M_1$ is much shorter than $M_2$, and the ratio becomes lower for large search space.

To show the difference between $S^\ast$ and $S$, the difference of optimum and sub-optimum, and the reason of obtaining a sub-optimum, one experiment is performed with fixed cost values, 24 options, and fixed probabilities for 32 instances. There are
9 solutions missing from $S^*$ compared to $S$. We search for 24 optima under different weights in a brute-force way (the search space is not too huge to search in this way). There are only one different optimum. In $S$ this optimum has $G = 18$ on $\alpha = 0.8$, $\beta = 0.1$, and $\gamma = 0.1$, and results in $T = 5.15$, $L = 18.3$, and $C = 35$, while in $S^*$ the corresponding one is with a smaller granularity $G = 16$, and results in $T = 5.46$, $L = 16.3$, and $C = 35$. In terms of the objective function $f$, the one in $S^*$ is a sub-optimum, but the expected completion time is only 0.29 round longer than the corresponding one in $S$. Thus, the experiments testify that most optima can be found by $M_1$, 1 lost out of 24, while the only sub-optimum is very close to the optimum. We should also notice that such a big $G$ implies the loss of more than a half availability, and hence an operator will rarely set such a big $\alpha$. In $F$ of Fig. 3 we plot all completion time gaps in the saturation for all 24 options. The sub-optimum above is in the circle. The three blue gaps are the biggest but less than 10 rounds, and are possibly replaced by the neighbours with other options, because a solution may be replaced by another one with smaller value of objective function for specific weights.

VIII. CONCLUSION

In this paper, we discuss the optimisation of rolling upgrade on cloud platforms, when failures can occur. To achieve our goal, we have provided: 1) The formulations of a multi-objective optimisation, named the TCL problem; 2) Stochastic modelling of rolling upgrade; 3) A technique of quickly solving the TCL problem via the upper bound. The experiment results demonstrate that the prediction using the model is fairly accurate, and that the proposed optimisation method can find most optima much faster and the error is small if there is a sub-optimum.
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