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Abstract

Context: Software products have requirements on various software quality attributes such as safety and performance. Development teams use various specific techniques to achieve these quality requirements. We call these “Quality Attribute Techniques” (QATs). QATs are used to identify, analyse and control potential product quality problems. Although QATs are widely used in practice, there is no systematic approach to represent, select, and integrate them in existing approaches to software process modelling and tailoring.

Objective: This research aims to provide a systematic approach to better select and integrate QATs into tailored software process models for projects that develop products with specific product quality requirements.

Method: A selection method is developed to support the choice of appropriate techniques for any quality attribute, across the lifecycle. The selection method is based on three perspectives: 1) risk management; 2) process integration; and 3) cost/benefit using Analytic Hierarchy Process (AHP). An industry case study is used to validate the feasibility and effectiveness of applying the selection method.

Results: The case study demonstrates that the selection method provides a more methodological and effective approach to choose QATs for projects that target a specific quality attribute, compared to the ad hoc selection performed by development teams.

Conclusion: The proposed selection method can be used to systematically choose QATs for projects to target specific product qualities throughout the software development lifecycle.
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1. Introduction

Acceptable levels of product qualities such as safety, performance, reliability and security are determined during software development. It is costly and time consuming to fix quality problems at later development stages if a system fails to meet the specified levels of product qualities. Poor software quality can lead to loss of life, personal injury, property damage, loss of money, damaged customer relations and business failure. It is therefore important to minimise the risks to poor product quality throughout the software development process. In this research, product-quality-risks (PQRs) are the potential problems or failures that may cause a system to fail to meet its specified levels of quality requirements. For instance, safety critical systems are concerned with software failures that may lead to hazards to life, property or the environment; security-critical systems aim to reduce faults that may lead to unauthorized access or control; and performance-critical systems aim to minimise the violation of constraints on response time or throughput.

Software-intensive systems such as medical systems and industrial automation systems use software to fully or partially develop most of their functions or requirements. The amount and complexity of the features provided by software have greatly grown over time. Therefore, the risks due to inadequate software product quality have become a major concern of development teams.

Development teams use a variety of specific techniques to identify, analyse, and control potential quality problems throughout the development of a system. In this research, we call these “Quality Attribute Techniques” (QATs). We define QATs as techniques, methods or practices used to identify, analyse, and control PQRs in the software and system development. These QATs are often technical engineering techniques [1] that address specific product quality attributes such as safety, reliability or performance. Examples of QATs for safety include hazard analysis techniques such as Failure Mode and Effect Analysis (FMEA) and Fault Tree Analysis (FTA). Examples of QATs for performance include Layered Queueing Network (LQN) and
Stress Testing.

QATs may be specific to a single phase of the development lifecycle, or may span multiple phases. However, QATs are usually not explicitly listed in software process models, and the relationship between QATs and other process elements has not been well studied [1–3]. In order to create software process models that target specific quality attributes, it is important to first understand the important characteristics of QATs and how they relate to the development process.

Most software process tailoring methodologies are designed to address variations in organisation and project context such as size of the organisation, project or team, complexity of the project, and standard compliance [4–6]. As will be discussed in the next section, the research literature has not normally regarded product quality as an important characteristic of software process tailoring. In previous work [1, 2], we have argued that there is no systematic approach to represent and integrate QATs for arbitrary quality attributes within existing approaches to software process modelling and tailoring. Nonetheless, QATs are used in practice by software engineers. The existence of a repository of codified knowledge about QATs could help development teams to better understand the potential effect of using various QATs to target key product qualities across all phases of the software development process.

QATs can range from relatively simple and cheap walk-throughs and checklists, to more complex and expensive approaches requiring intensive expertise such as Fault Tree Analysis and formal methods. Development teams need to select appropriate QATs and incorporate them into development processes created or tailored for new projects. Most prior studies have focused on selecting QATs for a specific quality attribute (e.g., safety or performance) or for specific lifecycle phases (e.g., requirements, architecture). Some selection methods are only suitable for verification and validation QATs. Technique selection is an important part of the tailoring of technical development processes [2, 7]. The chosen techniques can significantly influence the software development processes and product quality.

The ultimate goal of this research is to help software development teams to improve product quality and quality assurance by helping them to better select and integrate QATs into tailored software process models that target specific product qualities. Our objective is to provide a better understanding of the relationship between QATs, development process models, and product qualities. In [3], we had proposed a framework to capture and present QAT information required for decision making during QAT selection and integration with development processes. The Quality Attribute Technique Framework (QAT Framework) provides a basis for creating a catalogue of QATs to support selection of QATs that target a specific product quality attribute. This QAT Framework includes a risk-management based categorisation scheme. QATs are categorised according to the method by which they address PQRs. We use risk management to understand how the QATs function to manage product quality by identifying, analysing, treating and monitoring PQRs.

In this paper, a quality-specific selection method is proposed, to help development teams choose appropriate QATs across the lifecycle. This is based on three perspectives: product-quality-risk management, process integration and cost/benefit. Risk management is used as a general theory to encompass a variety of product qualities. The multicriteria decision-making method (MCDM), Analytic Hierarchy Process (AHP) [8], is applied to analyse the cost/benefit of applying each candidate QAT. We sought to address the following research question: How can appropriate QATs be selected and integrated into process models that target a specific product quality? In an earlier paper [9], we presented an initial version of the QAT Selection Method, and evaluated it using an example real-world safety system taken from the literature. In the current paper, we present a revised selection method and further validation from an industry case study.

We report on a case study we have conducted to evaluate the method. In the case study, the QAT Selection Method was used to choose QATs that best fit the product quality requirements for a number of projects. The applicability of the QAT Selection Method was supported because the analysis indicated that only minor differences were found when comparing the actual selection made by the development teams. Compared to ad hoc selection by development teams, the QAT Selection Method provides a more systematic approach to provide explicit justification for the selection.

The remainder of this paper is organised as follows: Section 2 discusses work related to this research. Section 3 describes a brief background to the QATs, managing PQRs and the Analytic Hierarchy Process (AHP) that are used as the basis for our work. Section 4 describes the QAT Selection Method to choose QATs for projects that target a specific product quality. Section 5 presents a case study to validate the QAT Selection Method. Section 6 discusses the results and findings of the case study. Section 7 discusses the limitations and advantages of the QAT Selection Method arising from the evaluation. Section 8 presents conclusions and discusses future research.

2. Related Work

Desired product quality attributes can be achieved by using specific processes. Technical development processes can be created by incorporating into process models techniques that have an impact on specific quality attributes [7]. These processes can help development teams to manage product qualities.

Many researchers have addressed the need for selecting appropriate practices, process models, and techniques for a specific software project [10–15]. A wide range of techniques is available to choose from. These techniques have different quality impacts, benefits and limitations on their
use, and applied stages. Glass [13] emphasises that industry needs guidelines on how and when to use the various techniques in projects.

Safety standards such as IEC 61508 [16] and IEC 62279 [17] provide guidance on the selection of techniques and measures. According to the guidelines, appropriate techniques or measures are selected or omitted according to the target software safety integrity level. Recommendations (M: Mandatory; HR: Highly recommended; R: Recommended; --: No recommendation for or against being used; NR: Positively not recommended) are given to rank the appropriateness of the techniques and measures for different safety integrity levels. For example, when a technique is highly recommended, the development teams are expected to use the technique unless they can provide an argument that the technique would not reduce risks further, typically because equivalent outcomes can be achieved by using other techniques included in the software quality assurance plan. These standards aim to rank the appropriateness of techniques rather than provide a step-by-step approach to help development teams to choose a combination of techniques.

There are a number of approaches to help development teams to select techniques, methods, and tools for software development. However, approaches such as [18–20] only target safety risk assessment techniques. Techniques for other product qualities are not considered. These approaches review and compare alternative hazard analysis techniques based on factors such as resources and constraints, and input and output requirements. The Zurich Risk Engineering approach [18] is more like a selection guide than a systematic approach. Bridges [19] and Lyon [20] have a more systematic approach but Bridges only focuses on safety hazard assessment, while Lyon focuses on the resources and information perspectives.

Perry [21], and Vegas and Basili [22] capture information about testing techniques and tools to aid in their selection. Perry [21] emphasises that testing techniques and tools should be selected based on their ability to accomplish test objectives. He outlines a process of selection, first identifying the test factors, and then determining the testing objectives for each phase in the software development lifecycle. This approach only considers selection from the process perspective. Other perspectives such as cost/benefit and quality impacts are not included. Vegas and Basili [22] select the best-suited techniques for a given project based on a catalogue containing technique information. Desired values of attributes are compared with the values of each technique. Techniques that match the specified values are pre-selected and examined. Vegas and Basili [22] only focus on the selection of testing techniques.

Jiang et al. [23] explicitly link the attributes of a software project to the attributes of requirements engineering techniques, to help select requirements engineering techniques that are well suited to the project. This approach only considers selection for requirements engineering techniques based on project characteristics.

Various architecture evaluation methods are used to assess quality-related issues at the architecture level. Some methods conduct attribute-specific evaluations first and consolidate the results later [24]. These methods focus on reasoning models and expertise for the quality attribute required. Other approaches focus on the final stage of the decision making process to balance trade-offs and select the best candidates when there are conflicting quality requirements [25, 26]. Although these approaches consider quality aspects in their approaches, the methods only target selection for architecture design alternatives. These approaches focus on the design perspective.

Some studies [14, 18, 22, 27–29] characterize techniques to support their selection. Characterisation of techniques is intended to identify useful information that can help development teams to select techniques for their use in a software project [30, 31]. The chosen techniques can significantly influence the software development processes. Development teams are able to specify the processes and activities associated with the chosen techniques. Additional technical processes and activities can be added to the process to properly handle potential quality issues related to specific quality attributes [7].

In summary, prior work focuses on a specific quality attribute (e.g. safety) or lifecycle phase(s) (e.g. architecture, testing). Information which is important to process integration is missing in these approaches. To support the selection of techniques that target specific product qualities throughout the software development lifecycle, information about techniques must include aspects of product quality, process integration and cost/benefit.

3. Background

In this section, we give a brief background to QATs, managing PQRs and the Analytic Hierarchy Process (AHP) that are used as the basis for our work.

3.1. Quality Attribute Techniques Framework (QAT Framework)

In this research, QATs are the techniques, methods, or best practices that address the concerns or potential risks for specific quality attribute. Development teams apply various QATs to ensure that requirements of quality attributes are attained. There are a wide variety of QATs. For example, Jewell [32] states that performance risks can be reduced by applying proactive performance engineering techniques such as performance modelling, performance budgeting, and application profiling before performance testing starts.

In our earlier work [3], we proposed a QAT Framework to capture and present information about QATs to help development teams to understand QATs and to highlight their relationship to other process elements. A catalogue of QATs is intended to support development teams to select appropriate QATs and incorporate them into process
models and related process guides. The QAT Framework also aims to encompass QATs from many quality domains. QAT characteristics are considered from three perspectives: general information, process integration and selection. General information addresses how the QAT functions according to a risk-management based categorisation scheme. Process Integration describes the relationship of QATs with elements in software process models. For selection, characteristics capture costs, benefits, and quality impacts in terms of our risk-management based theory of quality management.

3.2. Managing Product-Quality-Risks (PQRs)

In our framework, QATs are classified according to risk management theory. Boehm [33, 34] and Charette [35, 36] discuss risk management and its importance in the software engineering context. Risk management can be applied in various contexts to meet different goals. There are several types of risk that can occur during a software development project (e.g. project risks, process risks, product risks and business risks). Appropriate techniques, methods and tools can be applied to analyse, avoid, reduce, minimise and eliminate the risks related to that software project. Some approaches apply risk management in the design and development of medical device software [37], [38]. Jones et al. [37] emphasizes that the risk management process must be an integral part of the quality management system. The concept of risk management can be extended to accommodate multiple quality attributes. Software quality related risks (e.g. safety, performance, reliability) need to be reduced to assure the quality of the software and hence contribute to the assurance of system quality [39, p.34].

In this research, our concern is to manage risks in relation to software product qualities across the software development life cycle. Numerous techniques can be used to assess and control PQRs. QATs are categorised according to risk management theory to help development teams select QATs through understanding how QATs function to manage product quality by identifying, analysing, treating and monitoring PQRs.

3.3. Analytic Hierarchy Process (AHP)

Numerous multicriteria decision making (MCDM) methods have been developed to help with decision problems by evaluating a set of candidates against pre-specified criteria. Examples of MCDM include Multi-Attribute Utility Theory (MAUT) [40], AHP [8], outranking techniques [41], weighting techniques [42], and fuzzy techniques [43]. In this research, we apply AHP to evaluate the candidate QATs according to cost/benefit criteria because AHP provides a convenient way to measure both quantitative and qualitative factors. AHP is widely used for many practical decision-making problems in industry and academia [8], for example in software requirements prioritisation [44] and software architecture evaluation [24–26].

These studies have reported the effectiveness of using AHP to set priorities and analyse tradeoffs and sensitivity.

The decision-making process in AHP [8] is based on relative assessment. In AHP, all candidates are evaluated using pairwise comparisons. As a result, the evaluation is less sensitive to judgment errors when compared to other MCDM methods using absolute assignments [25, p.246]. It is easier for decision makers to state their preferences if they focus on a small part of the analysed problem, i.e. only two chosen elements. The risk of an error is reduced, and the weights and grades determined in this way more accurately represent the user’s actual priorities and preferences.

However, exhaustive pairwise comparison is time consuming when there are many alternatives to be considered [45]. To mitigate this problem in our research, QATs are clustered into smaller groups based on risk management and process integration perspectives. AHP is then applied to compare QATs from smaller groups of candidates. Some AHP analysis tools, such as Expert Choice and MakeItRational are available to compute the weights and grades of pairwise comparisons based on matrix algebra. In this research, MakeItRational [46] was used to perform calculations and analyse data.

4. QAT Selection Method

The QAT Selection Method described here is intended to help developers to choose QATs for any quality attribute, across the lifecycle. The method compares and evaluates QATs based on three perspectives: Product-Quality-Risk Management, Process Integration and Cost/Benefits.

4.1. Pre-selection

In the pre-selection stage, QAT information and project information are gathered to provide inputs for the decision-making process. The following steps are performed:

![Figure 1: Overview of the QAT Selection Method](image-url)
• Gather the characteristics of the project, e.g. software process model used, team size, team expertise, standards used, degree of complexity of the software system, time constraints, cost constraints, and resource constraints.

• Determine the product quality goals/objectives and criticality of the system, e.g. the product quality attribute(s) that the software system intended to achieve.

• List the candidate QATs from which the selection is to be made. This list might be taken from an existing catalogue, or be extended with additional candidate QATs. An existing catalogue of QATs provides information about candidate QATs. This catalogue can be revised for adding new candidate QATs and capturing the characteristics of QATs using QAT Framework [47].

Taking into account the relevant QAT characteristics and project characteristics, suitable QATs are selected for the situation and to achieve the product quality goals. The selection process involves comparing and evaluating the characteristics of a list of candidate QATs. Development teams make the selection based not only on their personal knowledge but also on the relevant QAT information captured by the QAT Framework [47].

4.2. Decision-Making Process for Selecting QATs

In this stage, candidate QATs are compared and evaluated according to the three perspectives: Product-Quality-Risk Management, Process Integration and Cost/Benefit, to decide the best-suited QATs for the given projects. Risk Management and Process Integration perspectives will be used to form groups of QATs from which the selection is made. The shortlisted candidates will be evaluated using the AHP [8] method based on cost/benefit selection criteria. Safety QATs will be used as examples to illustrate the QAT Selection Method below.

4.2.1. Stage 1: Product-Quality-Risk Management Perspective

Risk management theory is used to compare candidate QATs based on how they address PQRs. Each QAT has different kinds of impacts, benefits and limitations in managing PQRs. The categorisation scheme is based on AS/NZS 4360: Risk Management (see Fig. 2). Following the categorisation scheme, the candidate QATs from which the selection is to be made can be classified into two main categories: PQR assessment and PQR control. PQR assessment techniques are QATs that can be used to identify, analyse and evaluate the PQRs. PQR control techniques are either treatment QATs that can be used to avoid, reduce, minimise or eliminate the identified risks or monitoring techniques that can be used to determine whether the treatments are effective in addressing the identified risks as planned or required. The definition of each category can be found in [3].

This categorisation of QATs is intended to help development teams select QATs based on how they manage PQRs. QATs in the same category can be compared according to these factors, by referring to information in the QAT Framework [47]:

• type of results needed,
• characteristics of the system that are applicable (e.g. complexity of the risk, software safety integrity level),
• event of concern (e.g. single/multiple failure(s), human error), and
• type of application.

No single QAT can handle all aspects of system quality, especially for high assurance systems. If development teams apply only one or two QATs without understanding the function of the QATs in quality risk management, the intended product quality may not be achieved. A combination of QATs across the risk management lifecycle should be selected for effective PQR assessment and control across the software development lifecycle.

4.2.2. Stage 2: Process Integration Perspective

The Process Integration perspective is used to integrate candidate QATs into the software development lifecycle, and to cover the lifecycle. Some QATs have different impacts in managing PQRs when they are applied at different stages of the lifecycle. One way this can arise is when a QAT can be performed in more detail in later lifecycle phases. For example, Fault Tree Analysis (FTA) has limited usefulness when it is used to construct generic fault trees before design details are known. When the information of complete system design and a thorough understanding of the system are available, FTA can be applied to perform detailed analysis. Also, FTA can be used to completed or existing system to verify that the system is safe [48].

We have used AS/NZS ISO/IEC 12207 [49] as a basis for defining a generic software development process.

• Requirements Elicitation: “to gather, process, and track customer needs and requirements throughout the lifecycle so as to establish a requirements baseline that serves as the basis for defining the needed work products” [49, F.1.3.1, p.11].
• Software Requirements Analysis: “to establish the requirements of the software elements of the system” [49, F.1.3.4, p.13].

• Software Design: “to provide a design for the software that implements and can be verified against the requirements” [49, F.1.3.5, p.13].

• Software Construction (Code and Unit Test): “to produce executable software units that properly reflect the software design” [49, F.1.3.6, p.14].

• Software Integration: “to combine units into integrated software items, consistent with the software design, that demonstrate that the functional and non-functional software requirements are satisfied” [49, F.1.3.7, p.14].

• Software Testing: “to confirm that the integrated software product meets its defined requirements” [49, F.1.3.8, p.14].

Table 1 shows a mapping of QATs between their risk management role and software development lifecycle phase. This table was derived from a study mapping safety QATs into the PQR management lifecycle and software development lifecycle [50]. The safety QATs were first mapped into corresponding software development lifecycle according to the recommendations in the literature. The safety QATs were fit into PQR management lifecycle by analysing their impact in addressing PQRs. The definition of each safety activity was compared with the definition of each PQR management activity. In safety engineering, the safety activities have the greatest degree of similarity in objectives lies in the PQR activities. This mapping study shows that the PQR management activities take place throughout the software lifecycle to assess and control PQRs.

After matching PQR management activities to the software processes, development teams select QATs which are intended to perform PQR management activities in specific phases. For example, QATs can be used to identify lists of PQRs for software systems during requirements elicitation and software requirement analysis. Development teams can use QATs to investigate the causes and consequences of identified PQRs, evaluate and prioritise the severity of the PQRs during software requirement analysis and software design phases. QATs to treat the PQRs (e.g., elimination of cause and event, reduction of the effects of negative consequences) can be selected and applied in software design and coding. Verification and validation QATs can be used throughout software development processes to monitor and review the product quality requirements, design and coding and to ensure the selected treatments address the PQRs.

Process information captured for QATs is intended to help development teams to select QATs for risk management activities and software phases. These QAT characteristics include inputs (the pre-requisite work products), outputs (the work products created or modified), and the development process phase(s). In each phase, different levels of detail of information are available for QATs. Some QATs generate output or results for other process activities or QATs. Appropriate QATs can be selected based on the types of inputs available and output required in each phase. Some QATs can be used in multiple development phases. In later phases, such as design and coding, the range of QATs available to be selected increases when more detail information about product quality requirements and design is available.

4.2.3. Stage 3: Cost/Benefit Perspective

AHP [8] is used to evaluate the ranking of each candidate QAT under cost/benefit selection criteria. An initial review of literature relevant to software safety (e.g. [18–20, 48, 51, 52], software architecture design (e.g. [25, 26]) and software testing technique (e.g. [27, 53]) identified criteria which influence the cost/benefit of applying a QAT. Criteria that can be used to analyse the tradeoffs between cost/benefit of applying each candidate QAT are as follows:

• Quality Impact: Impact of QATs in managing PQRs.

• Cost of Application: The effort, time and resource required.

• Ease of Use: The complexity of applying the QAT.

• Expertise: The knowledge, experience or training required or available.

• Regulatory (standard) Requirements: Recommendations by regulator/standard.

• Contractual Requirements: Requirements specified by contract.

• Tool Support: Availability of the tool support.

AHP [8] involves five steps for evaluation of candidate QATs. We use an example to illustrate these steps. Four PQR analysis techniques for safety: HAZOP (Hazard and Operability Study), FMEA (Failure Modes and Effect Analysis), FTA (Fault Tree Analysis) and ETA (Event Tree Analysis) are used as candidates for selection in this example.

Step 1: Define the evaluation criteria used to select candidate QATs.

First, we need to decide the selection criteria used to compare and evaluate candidate QATs. In our example, we want to evaluate the four safety PQR analysis techniques based on four selection criteria: Cost of Application, Expertise, Ease of Use and Quality Impact.

Step 2: Weighting selection criteria using pairwise comparisons or direct ratings.

The relative importance of one criterion over another can be expressed by using pairwise comparisons or direct
Table 1: Mapping of Product-Quality-Risk Management Activities to Software Development Process

<table>
<thead>
<tr>
<th>Requirements Elicitation</th>
<th>Requirements Analysis</th>
<th>Design</th>
<th>Construction</th>
<th>Integration</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>PQR Identification</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>PQR Analysis</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>PQR Evaluation</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>PQR Treatment</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>PQR Monitoring</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

ratings. Each selection criteria may have varying degrees of importance, depending on the needs of the development teams and also the criticality of the software systems. Development teams can use their judgement to weight the relative meaning and importance of each criteria based on the QAT and project characteristics. The development teams can use direct ratings instead of pairwise comparisons if the weights of criteria are known. For pairwise comparisons, every pair of selection criteria is compared using the weighting scale (1=Equal importance; 3=Moderate importance; 5=Strong importance; 7=Very strong importance; 9=Extreme importance; 2,4,6,8=Intermediate values between two adjacent judgement) [8]. Once the pairwise comparisons matrix is formed, weights of criteria are calculated by solving the eigenvector of the pairwise comparison matrix. When pairwise comparison is too time consuming, direct ratings allow us to provide the relative weights for all the criteria directly. In our example, we use pairwise comparisons to weight the priority among four criteria: with quality impact as the most important with a weight of 50.83%, followed by expertise (26.53%), cost of application (15.12%) and ease of use (7.52%).

Step 3: Determine relative ranking of each candidate QAT over another under each criterion.

For each criterion, the values of the weighting scale in the Step 2 are used to weight the preference of each candidate over another in pairs. The information captured by the QAT Framework for each candidate is intended to help development teams to make these judgements with reference to the literature, practitioners and experts. In our example, pairwise comparisons were made between HAZOP, FMEA, FTA and ETA for each criterion.

Step 4: Compute the overall value score for each alternative with all criteria considered.

Finally, the overall value score for each candidate can be computed with all criteria considered. The judgments (pairwise comparisons) are transformed into weights (criteria) and utilities (candidates). The weights and utilities are calculated and transformed into candidates ranking. In our example, the overall value score and candidates ranking were analysed for HAZOP, FMEA, FTA and ETA using the analysis tool. Table 2 shows the value score of candidate QATs comparison for each criterion. The value scores are hypothetical to illustrate the application of AHP. Table 3 depicts the overall value score for candidate QATs ranking weighted with criteria priority. Fig. 3 illustrates a chart for candidates ranking weighted with criteria priority. In this example, FTA has the highest ranking, followed by HAZOP, FMEA and ETA.

Step 5: Perform sensitivity analysis.

Sensitivity analysis provides information on how the candidates’ rankings behave in response to changes in priorities. This will help to analyse stability of candidates ranking. This analysis can be illustrated using diagrams. In our example, Fig.4 illustrates a sensitivity analysis diagram for criterion, Cost of Application. The current weight for this criterion is 15.12% and the current overall value score for HAZOP, FMEA, FTA and ETA are 29.13%, 21.04%, 31.12% and 18.71%. The diagram shows how the candidates ranking change in response to changes in weight priorities for this criterion, Cost of Application.

4.3. Select QATs

Based on the comparison and analysis from these three perspectives, development teams can select a combination...
Table 2: Candidates Comparison for Each Criterion (illustrative example)

<table>
<thead>
<tr>
<th>Criterion</th>
<th>HAZOP</th>
<th>FMEA</th>
<th>FTA</th>
<th>ETA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost of Application</td>
<td>52.99%</td>
<td>26.26%</td>
<td>11.58%</td>
<td>9.88%</td>
</tr>
<tr>
<td>Ease of Use</td>
<td>55.96%</td>
<td>24.95%</td>
<td>9.55%</td>
<td>9.55%</td>
</tr>
<tr>
<td>Expertise</td>
<td>41.49%</td>
<td>34.64%</td>
<td>14.60%</td>
<td>9.27%</td>
</tr>
<tr>
<td>Quality Impact</td>
<td>11.82%</td>
<td>11.82%</td>
<td>48.74%</td>
<td>27.62%</td>
</tr>
</tbody>
</table>

Table 3: Overall Value Score for Candidates Ranking Weighted with Criteria Priority (illustrative example)

<table>
<thead>
<tr>
<th>Candidate</th>
<th>Total</th>
<th>Cost of Application</th>
<th>Expertise</th>
<th>Quality Impact</th>
<th>Ease of Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>FTA</td>
<td>31.12%</td>
<td>1.75%</td>
<td>3.87%</td>
<td>24.78%</td>
<td>0.72%</td>
</tr>
<tr>
<td>HAZOP</td>
<td>29.13%</td>
<td>7.90%</td>
<td>11.01%</td>
<td>6.01%</td>
<td>4.21%</td>
</tr>
<tr>
<td>FMEA</td>
<td>21.04%</td>
<td>3.97%</td>
<td>9.19%</td>
<td>6.01%</td>
<td>1.88%</td>
</tr>
<tr>
<td>ETA</td>
<td>18.71%</td>
<td>1.49%</td>
<td>2.46%</td>
<td>14.04%</td>
<td>0.72%</td>
</tr>
</tbody>
</table>

5. Case Study: Applying the QAT Selection Method

The objective of the case study was to evaluate the effectiveness of the QAT Selection Method. The QAT Selection Method was applied to retroactively choose safety QATs for three projects. Candidate QATs were compared and evaluated systematically using the QAT Selection Method.

A case study approach is particularly suitable for addressing “how-and-why” type research questions [54]. When there is a need to investigate the importance that context plays in relation to the subject being researched, the case study approach can be applied to study a specific bounded case or a number of cases in a particular setting. In this research, the case study approach was used to evaluate the proposed work. The methodology for this case study was based on the guidelines proposed by Runeson and Höst [55].

5.1. Study Context

The case study was conducted in Australia. It is an embedded case study in one company with three different projects as units of analysis. The context is the same company and same application domain. An embedded case study is a case study containing more than one sub-unit of analysis [54]. The company was selected opportunistically based on an existing academic-industry relationship. The company is an automation specialist for safety-critical infrastructure. The units of analysis were selected to fit the specific case study purposes.

Three projects were selected for three reasons. Firstly, the three development projects target a specific product quality, safety. Secondly, these three projects developed systems certified to different software safety integrity levels (SWSIL). Finally, development teams from these three projects applied different sets of QATs to target software safety. These projects are good for comparison because they are in a similar organisational and project context, but are good contrasts for our evaluation because they target different SWSILs, had different QAT selection criteria, and chose different combinations of QATs.

SWSIL is “a classification number which determines the techniques and measures that have to be applied in order to reduce residual software faults to an appropriate level” [17]. A SWSIL is one of the following five levels: 4 (very high), 3 (high), 2 (medium), 1 (low) and 0 (non-safety-related).

- Project 1 developed a safety real-time control system certified to SWSIL 3.
- Project 2 developed an information and real-time control system certified to SWSIL 2.
- Project 3 developed an offline design tool certified to SWSIL 2.

These projects were required to comply with the International Standard IEC 62279 for Railway applications (Communications, signalling and processing systems - Software for railway control and protection systems). There are 70 safety and performance QATs recommended in this standard. These candidate QATs were compared and evaluated using the proposed QAT Selection Method.

5.2. Data Sources

In this case study, a questionnaire was the major source of data, and a follow-up interview was conducted to collect general feedback and suggestions from the participants after completing the questionnaire. The selection criteria, project information and also the QAT information were required to choose the appropriate QATs for each project.
using the proposed QAT Selection Method. The follow-
ing preparation was completed before conducting the data collection.

5.2.1. Questionnaire

A questionnaire was designed to collect the data of the case study. The questionnaire comprises two sections. The first section was to collect information about individual participants and projects. The second section included six questions to collect data for each candidate QAT:

1. Which category matches how the technique functions to manage product-quality-risks?
2. Do you use this technique in the project?
3. Which ranking best fits your personal expertise/experience and team capability (Not at all, Low, Medium, High Very High)?
4. Which lifecycle phase(s) this technique had been applied to?
5. What were the reason(s) for selecting the technique?
6. What were the reason(s) for not selecting the technique?

We had included all the QATs suggested by IEC 62279 in the questionnaire. The participants were required to classify each safety QAT according to the risk-management based categorisation scheme. They could choose more than one category for how the QAT managed product-quality-risks. In the questionnaire, participants were allowed to add QATs not listed in the standard but which had been used in the projects. The questionnaire provided participants with reasons for selecting and not selecting QATs. These reasons were derived from factors influencing the selection of QATs. Participants were also allowed to add reasons not listed in the questionnaire.

5.2.2. Training Document

To assist the participants in correctly classifying the QATs, a training document which explains the risk management theory and risk-management based categorisation scheme was prepared and presented to participants immediately before the questionnaire. This training document was intended to help the participants understand the proposed risk-management based categorisation scheme. Additionally, a QAT catalogue was extracted from IEC 62279 and provided to participants, giving a brief description for each QAT.

5.2.3. Interview Questions

Interview questions were formulated based on the objective of the case study. The interview was conducted to collect general feedback and suggestions from the participants after filling in the questionnaire. The purpose of this interview was to justify whether the participants had the right understanding about the risk-management based categorisation scheme. This may affect the results of the questionnaire analysis. Also, we wanted to identify reasons for QAT selection that had not been asked in the questionnaire. These reasons can be considered as new selection criteria for our approach. The interview questions were:

- Do you have any general feedback about the risk-management based categorisation?
- Based on the presentation, are you clear about the concept of applying risk management theory in managing product-quality-risks?
- Are there any other reasons not listed in the questionnaire that would be relevant to the technique selection?

5.2.4. Capture QAT Information and Categorise the QATs

The QAT Framework [47] is used to capture information on safety and performance QATs from the literature. On a technique-by-technique basis, the relevant research papers, guidelines, books and electronic sources (e.g. publication available from websites) that describe or review a QAT in theory or practice were identified by the researchers. Information about the QAT characteristics proposed by the QAT Framework [47] was recorded. The QAT information provided input to compare and evaluate the QATs for further selection. Also, two researchers classified QATs independently, based on the risk-management based categorisation scheme. The categories assigned to each QAT were compared and finalised in a joint meeting.

5.2.5. Trial Case Study and Pilot

A trial case study was performed before conducting the actual case study. Five participants, including four software engineering Ph.D. students and one researcher were invited for this trial. The objective of this trial was to estimate the time required to complete the questionnaire and to collect the feedback regarding the design of questionnaire and the training material for the risk-management based categorisation scheme. Based on the feedback obtained from the trial participants, the following changes were made to improve the data collection:

- **Training document for risk-management based categorisation scheme**: To avoid misunderstandings between product-quality-risks and project-risks or business-risks, an example to describe the product-quality-risks management process was added. Also, a description of each category was elaborated with more details to improve the understanding of the categorisation scheme.

- **Presentation**: A presentation was given before the participants filled in the questionnaire. In the presentation, the risk-management based categorisation scheme was introduced. This helped to improve the
understanding of the categorisation especially for participants who did not have any background in risk management. The procedures to fill in the questionnaire were explained.

- **Questionnaire**: To reduce the time to complete the questionnaire and ease the data collection and analysis, the questionnaire was converted from Microsoft Word documents to Microsoft Access forms. The instructions in the questionnaire were revised (e.g., to clarify that the participants could choose multiple answers). In addition, a questionnaire guide was prepared. This helped participants to better understand each question and to enter the data correctly into the Microsoft Access forms. Some questions were revised to avoid misunderstanding.

5.3. Data Collection

**Participants**: The case study was conducted with three industry experts: 1 senior software engineer, 1 senior RAMS (reliability, availability, maintainability and safety) Engineer and 1 R&D RAMS Manager. The RAMS engineer and RAMS manager played important roles in managing and executing systems safety assessments. They were responsible to ensure that all the components in a system, including software met the required level of product quality for safety, availability, reliability and maintainability. The senior software engineer provided inputs related to software in system safety analysis to analyse and evaluate the potential safety risks in software components. He was also involved in deciding on and implementing the treatments appropriate to avoid, minimise or reduce safety risks. In these projects, the system safety analysis was done entirely within the project. An industry expert who had been actively involved in the selected project represented the development team of each project:

- **Senior Software Engineer - Project 1**
- **Senior RAMS Engineer - Project 2**
- **R&D RAMS Manager - Project 3**

The following documents were provided to participants before filling in the questionnaire: Training guide for the risk-management based categorisation scheme, questionnaire guide, QAT catalogue, participant information sheet and consent form. The procedure was as follows:

1. The questionnaire guide, training document, QAT bibliography, and participant information sheet and consent form were distributed to each participant.
2. A presentation was given to introduce the risk-management based categorisation scheme. An overview of the questionnaire in Microsoft Access forms was explained to assist the participant in understanding the questions and procedures.
3. Each participant used a laptop to fill in the questionnaire.
4. After completing the questionnaire, general feedback was obtained from each participant regarding the categorisation scheme through interview and a feedback form. Participants were allowed to write down their opinions on a feedback form.
5. A follow-up interview session was conducted to discuss the results of data analysis.

In this case study, data was collected mainly through a questionnaire. Each participant filled in the questionnaire for one project and for every QAT. Data collected include the QAT categories assigned by each expert that were used to provide inputs to evaluate the QAT Selection Method.

A semi-structured interview method was chosen, which supports this type of exploratory and validation study. Two researchers conducted the interviews together, the interviews were audio recorded, and later transcribed. The interviewers also allowed participants to write down their opinions on a feedback form provided.

5.4. Data Analysis

The following inputs were collected and analysed to validate the QAT Selection Method:

- Inputs from the questionnaire: project characteristics, list of QATs used or not used in the project (Question 2), the level of team expertise for each QAT (Question 3), lifecycle phase(s) that the QAT had been applied in practice (Question 4), reason for selecting and not selecting the QATs (Questions 5 and 6)

- Inputs from the QAT Framework [3]: Catalogues of safety and performance QATs which include QAT information and categories assigned to each QAT [50].

The inputs obtained from questionnaire were used to compare and evaluate the QATs based on the cost/benefit perspective. The selection criteria and weights assigned to each criterion in AHP [8] were based on the priority of the factors analysed from the collected data. Information about QATs was used to compare the QATs based on the PQR management perspective, process integration perspective and cost/benefit perspective. Finally, the QATs chosen for each project using the QAT Selection Method were compared with the actual list of QATs selected by the projects.

5.4.1. Pre-Selection

Before applying the QAT Selection Method, the following inputs were collected and analysed:

- The characteristics of the three projects as captured through the questionnaire (see Table 4).
- Candidates identified: 70 safety and performance techniques are listed in the standard. All the QATs are safety-related. In this content, four performance
techniques: Performance Modelling (PM), Performance Requirements (PR), Avalanche/Stress Testing (A/ST) and, Response Timing and Memory Constraints (RT&MC), had safety implications and were included in the comparison.

- The relevant characteristics for the candidate QATs were captured using the QAT Framework [3]. For each QAT, highly cited safety and performance research papers and text books were identified to describe or review the QAT in theory or practice. The information of safety and performance QATs was captured. The QAT information (aims, description, performer(s), lifecycle phase, input needed, output produced, guidelines available, provide output for other QAT, benefits, limitations, cost of application, expertise/knowledge required, team/individual approach, tool(s) support) were recorded from the literature. When there was uncertainty or lack of information, more literature (e.g. papers, guidelines, books and electronic sources) was searched to find the relevant information for these characteristics. Two catalogues of safety and performance QATs were developed based on the QAT information collected.

Safety is the main target quality attribute for the software systems developed by these three projects. Performance has less quality impact, especially for Project 3. For the purpose of this evaluation, the selection only chose QATs to target safety. The five goals of PQR management for this study were defined as follows:

1. Identify safety PQRs.
2. Analyse safety PQRs.
3. Evaluate safety PQRs.
4. Treat the identified safety PQRs.
5. Monitor the safety PQRs.

5.4.2. Stage 1: Compare Candidate QATs from Product-Quality-Risk Management Perspective

The candidate QATs listed in IEC 62279 were classified according to the risk-management based categorisation scheme (Section 4.2.1). By referring to the information in the QAT Framework, we analysed the aims and descriptions of each candidate QAT to classify its role in managing PQRs. For each QAT, the descriptions were compared with the definitions and features of the risk-management based categories [3]. Some keywords/terms were used to identify the most relevant category for each QAT:

- **PQR Assessment**
  - PQR Identification: e.g. identify, determine, find, discover cause/source, identify risk event (e.g. hazards (safety), critical use cases (performance)
  - PQR Analysis: e.g. analyse consequences, analyse probability, analyse level of risk or hazards

- **PQR Evaluation**: e.g. evaluate/prioritise risks/potential problems, hazards (safety), critical use cases (performance)

- **PQR Treatment**: 
  - Runtime treatment: e.g. detect PQR event, protect, target, limit consequences, recovery routines, diagnose PQR event
  - Design time treatment: Avoid/prevent safety or performance PQR event, remove/eliminate source of PQR

- **PQR Monitoring**: e.g. verify, validate, testing, monitoring, proof of correctness, proof of safety, proof of adequacy

When we analysed the candidate QATs, we found that many candidates had been classified under PQR treatment and PQR monitoring categories. The risk-management based categorisation scheme was modified significantly in order to apply it to the case study. Candidate QATs were clustered into smaller groups that have similar functions in managing PQRs. This helps to avoid the excessive cost of exhaustive pairwise comparisons at stage 3. Fig. 5 illustrates the QATs which fell under the PQR identification, PQR analysis and PQR evaluation categories. Fig. 6 and Fig. 7 illustrate clusters for each category. The definition of each cluster is described as follows:

1. **PQR Treatment**
   - Suitable programming languages: The programming languages chosen that can produce easily verifiable code with a minimum of effort and facilitate program development, verification and maintenance.
   - PQR treatment at design time: QATs which prevent PQR events or eliminate the source of PQRs at design time.
   - PQR treatment at run time: QATs which detect and diagnose PQR events, protect and limit consequences or recover systems to correct functional operation in the presence of PQRs at runtime.

2. **PQR Monitoring**
   - Independent verification and validation (V&V): Phase independent QATs which can be applied to monitor safety PQRs across the lifecycle.
   - Static analysis: QATs which monitor the PQRs by examining the properties of software systems without execution.
   - Dynamic analysis: QATs which monitor the PQRs by examining particular aspects (the code or a model of the code) of software systems under execution.
Table 4: Overview of the characteristics of each project

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Project 1</th>
<th>Project 2</th>
<th>Project 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process Model</td>
<td>V-Model</td>
<td>V-Model</td>
<td>Iterative V-Model</td>
</tr>
<tr>
<td>Programming Languages</td>
<td>Ada 95, Delphi</td>
<td>C++, Java, VB, Pearl</td>
<td>C++</td>
</tr>
<tr>
<td>Team Size</td>
<td>4-30</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td>Highest SWSIL</td>
<td>3 (High)</td>
<td>2 (Medium)</td>
<td>2 (Medium)</td>
</tr>
</tbody>
</table>

Candidate QATs in the same category or cluster were then compared according to process integration and cost/benefit perspectives to choose a combination of cost-effective QATs to assess and control PQRs across the software development lifecycle.

5.4.3. Stage 2: Compare Candidate QATs from Process Integration Perspective

Process information about QATs was used to integrate candidate QATs into software development lifecycle phases in which they could be used. The software development lifecycle model used by the three case projects was the V-Model. According to IEC 62279, Structured Methodology and Impact Analysis are highly recommended to be applied in Software Requirements Analysis and Software Maintenance phases. However, other QATs under the same clusters are not recommended to be used in these two phases. As a result, these two QATs were included separately from their clusters in Table 5.

5.4.4. Stage 3: Compare and Evaluate Candidate QATs from Cost/Benefit Perspective Using AHP

AHP [8] was used to evaluate the ranking of each candidate QAT in the same risk-management based category or cluster under cost/benefit selection criteria. The following five steps were performed to evaluate candidate QATs:

Step 1: Define the evaluation criteria used to select candidate QATs.

Selection criteria were defined for each project based on the questionnaire results (priority of the reasons for selecting and not selecting the QATs). The selection criteria for each project are as follows:

- Quality impact: Impact of QATs in managing PQRs (Projects 1, 2 and 3).
- Cost of application: The effort, time and resource required (Projects 1, 2 and 3).
- Expertise/Experience: The knowledge, experience or training required or available (Projects 1, 2 and 3).
- Ease of use: The complexity of applying the QAT (Projects 1, 2 and 3).
- Regulatory requirements: Recommendations by regulator/standard (Projects 1 and 3).
- Contractual requirements: Requirements specified by contract (Projects 1, 2 and 3).

Step 2: Weighting selection criteria using direct ratings.

In this case study, direct ratings were used to weight the selection criteria instead of pairwise comparisons. The relative importance of one criterion over another was expressed by comparing priority of selection criteria based on the questionnaire results. Reasons for selecting and not selecting the QATs for each project were collected from the questionnaire. For each criterion, the reasons for selecting and not selecting QATs were calculated based on the project responses in questionnaire for all the QATs under the same category. The ratio of one criterion over another was used as a relative weight to compare and evaluate candidate QATs in the same category. The main perceived selection criteria for each project were identified.

- PQR Assessment

  Project 1 - Contractual requirement: Expertise: Ease of use: Quality impact: Cost of application: Regulatory requirement = 14: 11: 5: 3 = 0.31: 0.24: 0.19: 0.18: 0.12
  Project 2 - Cost of application: Expertise: Quality impact: Contractual requirement: Ease of use = 16: 14: 13: 9: 6 = 0.28: 0.24: 0.22: 0.16: 0.10
  Project 3 - Quality Impact: Cost of application: Expertise: Ease of use: Regulatory requirement = 13: 4: 3: 1 = 0.52: 0.16: 0.12: 0.04

- PQR Treatment:

  Project 1 - Cost of application: Contractual requirement: Expertise: Ease of use: Quality impact: Cost of application: Regulatory requirement = 23: 23: 22: 14: 14 = 0.19: 0.19: 0.18: 0.12: 0.12
  Project 2 - Cost of application: Quality impact: Contractual requirement: Ease of use = 33: 30: 21: 20: 16 = 0.275: 0.25: 0.175: 0.167: 0.133
  Project 3 - Expertise: Ease of use: Cost of application: Quality impact: Regulatory requirement = 18: 14: 12: 10: 1 = 0.33: 0.25: 0.22: 0.18: 0.02

- PQR Monitoring:

  Project 1 - Contractual requirement: Expertise: Cost of application: Quality impact: Regulatory requirement: Ease of use = 25: 21: 17: 13: 11 = 0.25: 0.21: 0.17: 0.13: 0.12: 0.11
Table 5: Matching QAT clusters into the appropriate lifecycle phase(s) based on process information about QATs that summarised from literature and IEC62279

<table>
<thead>
<tr>
<th>Phase</th>
<th>PQR Assessment</th>
<th>QAT Category</th>
<th>PQR Monitoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>System Development</td>
<td>Safety PQR</td>
<td>PQR Assessment</td>
<td>Static Analysis, Independent V&amp;V</td>
</tr>
<tr>
<td></td>
<td>Identification, Initial</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Safety PQR Analysis</td>
<td>PQR Treatment at runtime</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>at design time</td>
<td></td>
</tr>
<tr>
<td>Software Requirements</td>
<td>Safety PQR</td>
<td>Structured Methodology</td>
<td>Static Analysis, Dynamic Analysis, Independent V&amp;V</td>
</tr>
<tr>
<td>Specification</td>
<td>Identification, Safety PQR Analysis, Safety PQR Evaluation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Software Architecture and Design</td>
<td>Safety PQR Analysis, Safety PQR Evaluation</td>
<td>PQR Treatment at runtime, PQR Treatment</td>
<td>Static Analysis, Independent V&amp;V</td>
</tr>
<tr>
<td></td>
<td></td>
<td>at runtime, at design time</td>
<td></td>
</tr>
<tr>
<td>Software Module Design</td>
<td>Safety PQR Analysis, Safety PQR Evaluation</td>
<td>PQR Treatment at runtime, PQR Treatment</td>
<td>Static Analysis, Dynamic Analysis, Independent V&amp;V</td>
</tr>
<tr>
<td></td>
<td></td>
<td>at runtime, at design time</td>
<td></td>
</tr>
<tr>
<td>Implementation</td>
<td>Safety PQR Analysis, Safety PQR Evaluation</td>
<td>PQR Treatment at runtime, PQR Treatment</td>
<td>Static Analysis, Dynamic Analysis, Independent V&amp;V</td>
</tr>
<tr>
<td></td>
<td></td>
<td>at runtime, at design time, Suitable Programming Languages</td>
<td></td>
</tr>
<tr>
<td>Software Module Testing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Software Integration</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Software/ Hardware Integration</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Software Validation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Software Assessment</td>
<td>Safety PQR Analysis, Safety PQR Evaluation</td>
<td>PQR Treatment at runtime</td>
<td>Static Analysis, Independent V&amp;V</td>
</tr>
<tr>
<td>Operations</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maintenance</td>
<td>Impact Analysis</td>
<td></td>
<td>Independent V&amp;V</td>
</tr>
</tbody>
</table>
Project 2 - Cost of application: Expertise: Quality impact: Contractual requirement: Ease of use = 26: 19:17: 8 = 0.30: 0.22: 0.19:0:19: 0.10

Project 3 - Quality impact: Expertise: Cost of application: Ease of use: Regulatory requirement = 15: 11: 8: 8: 1 = 0.35: 0.26: 0.19: 0.19: 0.02

Step 3: Determine relative ranking of each candidate QAT over another under each criterion using pairwise comparisons.

The candidate QATs in each cluster were evaluated in terms of how well they satisfy each selection criterion. For each criterion, a 9-point weighting scale [8] was used to weight the preference of each candidate over another in pairs. The information captured by the QAT Framework for each candidate helped to make pairwise comparisons. In this case study, pairwise comparisons were also made according to the standard recommendations, and project information analysed from questionnaire for the following criteria: team expertise, contractual requirement and quality impact. For each pair of candidate QATs, preference was determined based on the following QAT, Project and Standard (IEC 62279) information:

- Quality impact: (1) QAT Framework - aims, description, benefits and limitations of the QATs. (2) Project - industry experts’ opinions for each project as indicated in the questionnaire.
- Cost of application: (1) QAT Framework - cost of application information captured by the QAT Framework; (2) Project - industry experts’ opinions as indicated in the questionnaire.
- Expertise/Experience: (1) QAT Framework - the level of expertise or training captured by the QAT Framework; (2) Project - rankings by industry experts using a five-level scale (Not at all, Low, Medium, High, Very High).
• Ease of use: (1) QAT Framework - the complexity of applying the QATs was evaluated according to benefits and limitations captured by the QAT Framework; (2) Project - industry experts’ opinions as indicated in the questionnaire.

• Regulatory requirements: (1) Standard - Recommendations (M: Mandatory; HR: Highly recommended; R: Recommended; -: No recommendation for or against being used; NR: Positively not recommended) provided by IEC 62279 to rank the appropriateness of the QATs for different SWSIL.

• Contractual requirements: (1) Project - each industry expert represented one project and reported whether QATs were explicitly required in the project’s contract.

To illustrate the pairwise comparison between the candidate QATs, consider the comparison of Fault Tree Analysis (FTA) and Common Cause Failure Analysis (CCFA) on the expertise/experience criterion. The development team’s capability for Project 1 was ranked “Very High” for FTA and “Low” for CCFA by the industry expert. As a result, FTA was considered strongly more important over the CCFA in terms of team expertise/experience.

Step 4: Compute the overall value score for each alternative with all criteria considered.

A pairwise comparison matrix was constructed for all candidate QATs in a cluster. Once the pairwise comparison matrix was formed, weights of candidates are calculated by solving for the eigenvector of the pairwise comparison matrix. The weights and utilities are calculated and transformed into candidates ranking (see Table 6).

Step 5: Perform sensitivity analysis.

Sensitivity analysis provides information on how the candidates ranking behaves in response to changes in priorities. For example, Fig. 8 illustrates a sensitivity analysis diagram of PQR identification QATs (Project 1) for criterion, Expertise. The current weight for this criterion is 0.24 and the current overall value score for FTA, Checklists, HAZOP, ETA, SCA (Sneak Circuit Analysis), CCFA (Common Cause Failure Analysis) and CCD (Cause Consequence Diagrams) are 30.58%, 22.04%, 11.58%, 10.26%, 9.90%, 8.57% and 7.07%. The diagram illustrates how the candidates ranking changed in response to the changes in weight priorities for the Expertise criterion.

6. Results

6.1. Candidates Ranking (Analysed using AHP)

Charts and matrices of candidates ranking for each project were produced using the analysis tool. An example of the candidates’ ranking matrix and chart for PQR identification techniques of Project 1 are showed in Table 6 and Fig. 9.

6.2. Comparison

A combination of PQR assessment, treatment and monitoring QATs were selected based on the candidates ranking analysed by AHP [8]. When making the QAT selection
Table 6: Candidates ranking matrix for PQR identification techniques (Project 1)

<table>
<thead>
<tr>
<th>Candidate</th>
<th>Total</th>
<th>Regulator</th>
<th>Contract</th>
<th>Expertise</th>
<th>Quality Impact</th>
<th>Ease of Use</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>B.28 FTA</td>
<td>30.58%</td>
<td>1.40%</td>
<td>14.09%</td>
<td>7.30%</td>
<td>5.00%</td>
<td>1.65%</td>
<td>1.13%</td>
</tr>
<tr>
<td>B.08 Checklists</td>
<td>22.04%</td>
<td>1.40%</td>
<td>2.82%</td>
<td>7.62%</td>
<td>1.00%</td>
<td>5.34%</td>
<td>3.87%</td>
</tr>
<tr>
<td>B.34 HAZOP</td>
<td>11.58%</td>
<td>0.47%</td>
<td>2.82%</td>
<td>1.24%</td>
<td>1.00%</td>
<td>3.52%</td>
<td>2.53%</td>
</tr>
<tr>
<td>B.23 ETA</td>
<td>10.26%</td>
<td>1.40%</td>
<td>2.82%</td>
<td>2.26%</td>
<td>1.00%</td>
<td>1.65%</td>
<td>1.13%</td>
</tr>
<tr>
<td>B.55 SCA</td>
<td>9.90%</td>
<td>0.47%</td>
<td>2.82%</td>
<td>2.17%</td>
<td>1.00%</td>
<td>2.31%</td>
<td>1.13%</td>
</tr>
<tr>
<td>B.10 CCFA</td>
<td>8.57%</td>
<td>1.40%</td>
<td>2.82%</td>
<td>2.17%</td>
<td>1.00%</td>
<td>0.63%</td>
<td>0.55%</td>
</tr>
<tr>
<td>B.06 CCD</td>
<td>7.07%</td>
<td>0.47%</td>
<td>2.82%</td>
<td>1.24%</td>
<td>1.00%</td>
<td>0.89%</td>
<td>0.65%</td>
</tr>
</tbody>
</table>

Figure 9: Candidates ranking for PQR identification techniques (Project 1)

decision for each QAT cluster, the candidate QATs with the highest aggregated utility were chosen. Other candidate QATs which also showed high aggregated utility were shortlisted for final consideration. The quality impact, regulatory requirement and contractual requirement of the shortlisted candidate QATs were analysed to decide whether the QATs should be included. For example, if a shortlisted QAT has significant quality impact in managing PQRs, is highly recommended by the standard or is required by the contract, this QAT will be selected. Fig. 10 shows a comparison of the QATs chosen using the QAT Selection Method and the actual QATs used in Project 1. Overall, the selection is broadly comparable with the actual QATs used in these projects. The differences will be discussed in the following sections for each project.

The actual lifecycle phase(s) that apply to the selected QATs were analysed. Most of the QATs were applied in the phases suggested by research literature and IEC 62279. However, there are some differences between the lifecycle phases recommended by the literature and the phases used in practice. In project 1, PQR treatment techniques were applied throughout the lifecycle phases. These QATs were used to generate test cases to verify and validate the product quality at later stages. Project 2 applied some PQR treatment techniques in early phases (system development and software requirements specification) based on the project needs. This project also applied Event Tree Analysis (ETA) to analyse safety PQRs during the Maintenance phase. Besides applying Design and Coding Standards (D&CS) during implementation, Project 3 also used them to generate test cases for module testing. According to IEC62279, the Impact Analysis technique was only recommended for Maintenance phase. In practice, development teams have applied this QAT across the software development lifecycle to analyse and evaluate PQRs, due to the effect that a change or an enhancement to a software system will have to other modules in that software system as well as to other systems.

6.2.1. Project 1

Although Checklists have different quality impact when applied in different phases, in this project they were only used for code review and for completion of code check-in. The impact of this QAT is through monitoring PQRs during the design, implementation and module testing phases. Checklists were not applied to identify PQRs. Although the development team has adequate expertise to apply Finite State Machine/State Transition Diagrams (FSM), this QAT was not selected because the legacy system designs are not suitable for using the QAT. Assembler was used in the actual project but was not selected by the Selection Method because the development team has low expertise with it. Nevertheless, in this project, assembler was required to implement certain hardware specific constructs, e.g. “test-and-set” operations used as the basis for implementing semaphores in shared memory. Another PQR monitoring technique called Automated Testing and Log Analysis was not chosen by the Selection Method because this QAT is not listed in IEC 62279. This QAT was used in the actual project.

- 93.5% of the techniques recommended by the selection method were actually used in the project
- 2.2% of the techniques recommended by the selection method were not used in the project
• 4.3% of techniques not recommended by the selection method were actually used in the project

6.2.2. Project 2

In project 2, there were a few QATs (Forward Recovery (FR), Dynamic Reconfiguration (DR) and BASIC) not recommended by the standard but nonetheless chosen by the Selection Method for this project. FR was selected because it has a significant impact on quality objectives the cost of application is feasible, and the development team had adequate expertise/experience to apply this QAT. DR also has a significant impact on quality objectives and this QAT was required by contract. BASIC was selected by the Selection Method and also the development team but it has limited use in Project 2. The PQR monitoring technique, Metrics was used in the actual project but was not selected by the Selection Method because the development team had low expertise to perform this QAT. The development team had applied Functional Failure Analysis to identify and analyse PQRs and Hot Standby/Failover to treat the PQRs at runtime. These two QATs were not chosen by the method because they are not listed in the standard.

• 94.3% of the techniques recommended by the selection method were actually used in the project
• 0% of the techniques recommended by the selection method were not used in the project
• 5.7% of the techniques not recommended by the selection method were actually used in the project

6.2.3. Project 3

HAZOP, and Library of Trusted/Verified Modules and Components (LTM&C) were selected by the Selection Method but were not used in the actual project because they are covered by other PQR assessment and treatment techniques which have similar quality impact but are more cost-effective. Although the development team has adequate expertise to use Data Flow Diagrams (DFD), it was not selected because the role of this QAT in PQR management is covered by Sequence Diagrams. Finite State Machine/State Transition Diagrams (FSM) was selected but had very limited use and was only applied where there was a clear benefit.

• 94.9% of the techniques recommended by the selection method were actually used in the project
• 5.1% of the techniques recommended by the selection method were not used in the project
• 0% of the techniques not recommended by the selection method were actually used in the project

7. Discussion

This section discusses the effectiveness of decision making using the QAT Selection Method, uncertainty in decision making given changing priorities, and the applicability of the QAT Selection Method. The limitations of the study, and threats to construct, internal and external validity are also discussed.

7.1. Effectiveness of the decision-making process

The development teams originally selected their projects’ QATs in an ad hoc manner based on their expertise and experience. In the case study, a set of QATs were selected for each project more systematically using the QAT Selection Method based on the three perspectives: PQR management, process integration and cost/benefit. Only a few QATs chosen by the QAT Selection Method were different from the actual selection. The risk-management based categorisation proved to be useful to compare and cluster the candidate QATs according to their functionality in managing PQRs. Additionally, categories or clusters of QATs were well integrated into software development lifecycle phases. Decision making
was supported by the rankings based on the cost/benefits perspective, to help select and shortlist QATs.

The QAT Selection Method identified the relative importance and position of QATs in the overall project context using AHP [8]. Three different combinations of QATs were selected based on the project needs. Project 1 and Project 2 developed real-time systems. Also, the highest SWSIL of Project 1 is 3 (high). On the other hand, Project 3 developed offline design tools. Slow performance will not lead to safety issues. Response Timing and Memory Constraints (RT&MC) was the only performance related QAT that was selected by the QAT Selection Method for Project 3. Project 1 and 2 applied more QATs to ensure the safety of the software systems.

For these three projects, QATs such as Formal Methods, Fault Correction and Formal Proof were not selected because of the high level of expertise required to apply these QATs. The development teams were not sufficiently familiar with these QATs. It was too expensive and complex to apply them in the projects although these QATs were recommended by the standard. Other QATs which were more cost-effective and had a similar quality impact were selected instead.

7.2. Uncertainty in Decision Making

Changes to the priorities in the decision criteria will affect the selection of QATs. The candidates' rankings (e.g. Fig. 9) show the sensitivity of the priority of these criteria. Tradeoffs analysis were made between conflicting selection criteria, with and without considering the priority weights. Tradeoffs highlight the most important criteria when the weights are prioritised. On the other hand, when the tradeoffs were analysed for candidate QATs without considering the priority weights, some of the candidates ranking were changed.

If there are new quality requirements or new PQRs introduced to the system, other candidates may have greater quality impact compared to the current ones. The initial choice of rankings may not be the best later on. This might be caused by team expectations for criteria change or the uncertainty of the initial decision. Development teams may only be aware of the actual impact of QATs after applying them. The effectiveness of applying selected QATs needs to be monitored. The lessons learned will be useful for future selection.

Development teams may have other options for using QATs to manage PQRs that are not listed in the standard. The standard IEC 62279 appears to reflect best practice. The QAT Selection method is a more systematic approach to choose appropriate QATs based on multiple criteria. The QAT information captured by the QAT Framework [47] was useful to aid in tradeoff analysis between QATs using pairwise comparisons. Information and categorisation of these QATs were recorded in catalogues which can be reused to select QATs for new projects which apply the same standard. Quantitative evaluation of candidate QATs using AHP [8] provided guidance for development teams to make decisions and explicit justifications for the selected QATs.

7.4. Limitations

Some weaknesses of the proposed approaches still remain and may limit their use in the following aspects:

- More time and effort are required to capture QAT information when the number of candidates is large. However, the information collected in the QAT Framework [47] can be reused to aid future selection.
- The work has not been validated through use on new projects. The validation has to date been post-hoc, by comparison with completed industry projects.
- To overcome the scalability issues of AHP [8], QATs have been divided into smaller clusters. However, the relationship between QATs in different clusters is not yet fully justified. For example, object-oriented programming, defensive programming, structured programming, and programming languages were grouped into two different clusters (PQR Treatment at Design Time and Suitable Programming Languages) but nonetheless they are closely related.
- Since the candidate QATs are compared based on three perspectives, more time is required when the number of candidates is large. Some constraints may need to be added to shortlist the number of candidates (e.g. only to consider QATs for which the team has a sufficient level of expertise or only to consider QATs that are recommended for the SWSIL).
- The method only supports selection of QATs for an individual quality attribute. The tradeoffs among multiple quality attributes in QAT selection is not yet in scope of this QAT Selection Method.
- The method lacks mechanisms to select a balanced combination of inspection, modelling and testing QATs, to avoid over-reliance on human-based QATs.
7.5. Threats to validity

This section discusses threats to construct, internal and external validity for the case study. Countermeasures against threats to validity were taken and are described.

Construct validity threats concern whether the operational measures that are studied really represent what the researchers have in mind and what is investigated according to the research questions [55]. For example, the constructs discussed in the interview may be misinterpreted by the interviewed persons. To limit these threats, a presentation was given before the participants filled in the questionnaire, to reduce the likelihood of misinterpreting the questions. Additionally, a questionnaire guide and training documents were provided to assist the participants in understanding the proposed work and questionnaire. The researchers were present when the participants answered the questionnaire, so participants could ask questions if they were not clear about any issue. Threats to construct validity are also partly countered by using established constructs from risk management theory and the literature.

Internal validity threats concern the causal relations that may affect the outcome of this study [55]. To improve the precision of this case study, data and method triangulation was achieved in different ways. A combination of qualitative and quantitative methods was applied to collect and analyse data. The questionnaire and interview were two main data collection methods. The follow-up reports were sent to participants to clarify the issues identified through questionnaire analysis. Two researchers conducted the interview together, the interview was audio recorded, and later transcribed. Additionally, two researchers had classified a list of QATs independently based on risk-management based categorisation scheme. The categories assigned to each QAT were compared and finalised in a joint meeting. Participants were not aware of the case study objectives even if it was clear to them our intention to validate the QAT Selection method.

External validity threats concern the generalisation of the findings [55]. Although only one case study was conducted to validate the QAT Selection Method, three projects were selected to replicate and cross-validate the results of the evaluation. Only one organisation was selected to conduct the case study but literature-based evaluation was conducted in an earlier study to validate the feasibility of the QAT Selection Method. Although this case study only validated the proposed work using safety quality, the QAT Selection Method is intended to be to be able to be applied to other quality attributes. The earlier literature-based study [3] fit other quality QATs to the framework.

8. Conclusion

This research aims to better understand how to select techniques to manage product quality risks throughout software development lifecycle. Risk management theory was applied to categorise and compare the QATs for arbitrary quality attributes. A QAT Selection Method was proposed to help development teams compare and choose QATs based on three perspectives: product-quality-risk management, process integration and cost/benefit. For the PQR management perspective, risk management theory was used to compare the candidate QATs based on their intended use in addressing PQRs. For the process integration perspective, QATs are incorporated into software lifecycle phases that can be applied to help development teams choose QATs with different impact in managing PQRs, across the lifecycle. For the cost/benefit perspective, Analytic Hierarchy Process (AHP) [8] was used to compare and evaluate the candidate QATs.

The QAT Selection Method was evaluated in a case study. For the case study, three previously-completed projects from an organisation that develop safety-related systems were selected. The case study was run with three industry experts, each representing a project. In the case study, the QAT Selection Method was applied to retroactively choose QATs for the projects. The applicability of the QAT Selection Method was supported because the QATs selected by the method were broadly comparable with the QATs that had actually been selected. The QAT Selection Method also provides a more systematic approach to choose QATs than selection of QATs by experts and can provide explicit justification for the selection.

The following sections discuss the implications of this work for research and practice, identify the limitations and propose future research.

8.1. Implications for Research

Software quality is determined during the software development process, but prior research on software process modelling and tailoring had not provided an explanation of how different software processes target specific software qualities. QATs are widely used in practice and play an important role in targeting specific product qualities, but prior research had not explained how QATs fit into software process models. This research provides an improved understanding about the relationship between QATs, software process and product quality, through a risk management perspective.

- The research provides a new way of thinking about how specific product quality attributes can be targeted, by identifying, analysing, evaluating, controlling, and monitoring potential risks to product quality that can arise during software development.
- The classification of QATs in a product-quality-risk management lifecycle provides a new basis for understanding how QATs fit into the traditional software development lifecycle process.
- The QAT Selection Method provide a basis to support future research in process tailoring, where a key
8.2. Implications for Practice

The QAT information captured and presented using the QAT Framework [47] is motivated by the intention to help practitioners to understand how QATs help to achieve the product quality requirements and how selected QATs can be incorporated into their process models. This research shows how QATs can be selected based on their impact in managing PQRs. The QAT Selection Method offers a more systematic approach for software development teams to compare candidate QATs and choose QATs that best fit their product quality requirements and project context. The QAT Selection Method does not replace experts in decision-making for QAT selection. It rather helps them to:

- Make informed decisions for the selected QATs through quantitative evaluation of candidate QATs using AHP [8]. The method also provides an explicit way to rationalise and justify these decisions.

- Examine and evaluate all candidates and explore the tradeoffs between available candidate QATs based on risk-management, process integration and cost/benefit perspectives.

- Determine a combination of QATs that covers the PQR management lifecycle throughout the software development lifecycle.

8.3. Future Work

There are many opportunities to extend this research and overcome some of its limitations. The first area of future work is to widen and deepen the empirical evaluation of the QAT Selection Method. This work is intended to be able to cover any quality attribute, and so the QAT Selection Method should be applied and evaluated for other quality attributes.

The work could be extended by the development of related methods and tools. Further work is required to develop a comprehensive process tailoring method to support integration of QATs into process models. The current catalogue of QATs is stored in Microsoft word documents. A repository tool could be developed to facilitate the maintenance and dissemination of QAT information.

Currently, the work only supports selection of QATs for individual quality attributes. Further work would be required to be able to simultaneously select and integrate QATs into software processes for multiple quality attributes. AHP [8] is used to evaluate the tradeoffs among QATs against cost/benefit criteria. The use of candidate multi-criteria decision analysis methods could be explored to improve the efficiency in selection.

The process of managing PQRs is similar to the generic risk management process. Future work would be required to better integrate the process of managing PQRs to target specific product quality requirements throughout software development lifecycle process. Also, the QAT Selection Method can be improved to support selection of a balanced set of human-based, formal methods and informal QATs across the lifecycle.
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