There has been a significant amount of work devoted to the static verification of security protocol designs. Virtually all of these results, when applied to an actual implementation of a security protocol, rely on certain implicit assumptions on the implementation (for example, that the cryptographic checks that according to the design have to be performed by the protocol participants are carried out correctly). So far there seems to be no approach that would enforce these implicit assumptions for a given implementation of a security protocol (in particular regarding legacy implementations which have not been developed with formal verification in mind).

In this paper, we use a code assurance technique called “runtime verification” to solve this open problem. Runtime verification determines whether or not the behaviour observed during the execution of a system matches a given formal specification of a “reference behaviour”. By applying runtime verification to an implementation of any of the participants of a security protocol, we can make sure during the execution of that implementation that the implicit assumptions that had to be made to ensure the security of the overall protocol will be fulfilled. The overall assurance process then proceeds in two steps: First, a design model of the security protocol in UML is verified against security properties such as secrecy of data. Second, the implicit assumptions on the protocol participants are derived from the design model, formalised in linear-time temporal logic, and the validity of these formulae at runtime is monitored using runtime verification. The aim is to increase one’s confidence that statically verified properties are satisfied not only by a model of the system, but also by the actual running system itself. We demonstrate the approach at the hand of the open source implementation Jessie of the de-facto Internet security protocol standard SSL. We also briefly explain how to transfer the results to the SSL-implementation within the Java Secure Sockets Extension (JSSE) recently made open source by Sun Microsystems.
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1. Introduction

With respect to cryptographic protocols (or short, crypto-protocols), a lot of successful work has been done to formally analyse abstract specifications of these protocols for security design weaknesses (Dolev and Yao, 1983; Burrows et al., 1889; Kemmerer et al., 1994; Abadi and Gordon, 1997; Bella et al., 2002; Stubblebine and Wright, 2002; Armando et al., 2005;
Andova et al., 2008). What is still largely missing is an approach which provides assurance for implementations of crypto-protocols against security weaknesses. This is necessitated by the fact that so far, crypto-protocols are usually not generated automatically from formal specifications. So even where the corresponding specifications are formally verified, the implementations may still contain vulnerabilities related to the insecure use of cryptographic algorithms, or by some underlying assumptions in the abstract models that are invalidated by reality.

For example, recently a security bug was discovered in OpenSSL where several functions inside OpenSSL incorrectly checked the result from calling a signature verification function, thereby allowing a malformed signature to be (wrongly) treated as a good signature. This was a serious vulnerability because it would enable an attacker in a “man-in-the-middle” attack scenario (which is generally realistic on the Internet, which is why security protocols are needed in the first place) to present a malformed SSL/TLS signature to a client suffering from this vulnerability, who would wrongly accept it as valid.

The above vulnerability thus gives a motivating example for a scenario where checks performed at runtime can be indispensable for the secure functioning of a given crypto-protocol implementation. The goal of our work is to offer a formally based approach which is integrated with existing design models of the system (e.g., in UML), and which would allow the runtime assurance of properties supporting general security requirements (such as secrecy and authenticity), rather than being a quick fix for a particular known vulnerability. More specifically, the approach is based on the combination of:

- static security verification of UML specifications of crypto-protocols against security requirements using the UMLsec tool-support (UMLsec tool, 2001–2008), which implements a Dolev–Yao style security analysis (Dolev and Yao, 1983)² and
- a technique called runtime verification (cf. Colin and Mariani, 2004; Bauer et al., 2006) which monitors assumptions that had to be made during the model-level analysis, on the implementation level at runtime, using monitors that can be automatically generated from linear-time temporal logic (LTL, Pnueli, 1977) formulae (cf. Section 5) using the open source LTL₃ Tools (2008).

The combination of the two verification approaches thus allows us to ensure that Dolev–Yao style security properties will be enforced by the implementation at runtime.

We discuss runtime verification in detail in Section 5, but in a nutshell it works like this: we are given a formal specification of desired or undesired system behaviour. From this, a so-called monitor is automatically generated, which is a software component that, at runtime, compares an observed behaviour of a system with the specified reference behaviour. If a mismatch is detected, the monitor signals an alarm. If at a certain point it becomes clear that the observed behaviour from then on will always satisfy the given reference behaviour, the monitor signals confirmation. Otherwise, it continues monitoring the system until one of the two situations mentioned above occurs (if ever).

Note that we are not concerned with the correct implementation of low-level crypto-algorithms (such as key generation or encryption). Instead, we would like to make sure that certain assumptions on the correct use of these algorithms within a protocol (e.g., that the validity of a signature is indeed checked at a certain point in the protocol), that have to be made when performing a static security analysis at the model level, are satisfied at runtime at the implementation level. In particular, our aim is not to verify the implementation against low-level weaknesses that cannot be detected using Dolev–Yao style verification (such as buffer overflows), for which other tools already exist that can be applied in addition to ours.

The goal of the proposed process is thus to ensure that the implementation of a crypto-protocol is conformant to its specification as far as the Dolev–Yao style security properties are concerned which have been verified against some security properties at the specification-level. To check conformance with respect to the security properties of the implementation against the specification, we have to ensure in particular that the implementation will only send out those (security-relevant) message parts that are permitted by the protocol specification, and only whenever they are permitted by the specification (e.g. after a certain signature check has been performed). Our approach allows us to enforce this conformance separately for each of the distributed participants in a protocol (such as client and server), by generating a security monitor for each of the parts that should be monitored in a distributed way. In particular, it allows the user to apply our runtime assurance approach only to some participants in the protocol: For example, those for which one has access to the source code, which is the level at which we will apply the approach in this paper (although in principle run-time verification can also be applied to system components available as a black box only, without access to the code).

For example, our approach can in particular enforce that the secret is only sent out on the network whenever specified by the protocol design, and only after encrypting it appropriately. As another example, the protocol specification may require that a session key may only be sent out encrypted under a public key that was received before, and after checking that the certificate for that public key is valid. In this paper, we will focus on examples of the latter kind that concern the kind of cryptographic checks that according to the protocol specification need to have been performed correctly before the next message in a protocol can be sent out.

It is interesting to note that our approach bears some similarities with the work of Schneider (2000), who introduced security automata to detect violations of so-called safety properties at runtime at the implementation level. Note, however, that safety properties form only a strict subset of those properties relevant to runtime verification of crypto-
protocols, as demonstrated by our case study of the widely used SSL-protocol for Internet communication encryption. In particular, our approach to runtime verification strictly exceeds Schneider’s security automata, as we will demonstrate in this paper, and allows one to generate monitors for properties that go beyond the “safety spectrum”, as was necessary in our application to SSL. Also, this work seems to be the first application of runtime verification to crypto-protocol implementations.

Specifically, we explain our approach at the hand of Jessie, an open source implementation of the Java Secure Socket Extension (JSSE), which includes the SSL-protocol. We first generate finite state machines as acceptors for the relevant properties defined at the specification-level, and then generate Java code from these state machines. The outcome then constitutes the executable monitor which watches over our implementation of Jessie. In addition to that, we also briefly explain how to transfer these results to Sun’s own implementation of the JSSE, which was recently made open source.

Note that it is not in scope of the current paper to explain how the LTL formulae used in the run-time verification could be generated automatically from a UMLsec specification.

2. Outline

This article is a significantly extended version of our previous paper (Bauer and Jürjens, 2008). Additions in comparison to that paper include:

– the first part of the methodology, which performs the automated, static security verification on the model level, in a way that is tightly integrated with the later runtime verification part,
– the integration of the overall approach including the two phases (static model verification and runtime implementation verification)
– the implementation of automated, formally based tool-support for both phases of the approach and detailed description of this tool-support, and
– an explanation of how the application of our approach was transferred to other libraries such as Sun’s own JSSE implementation.

The remaining parts of this article are structured as follows. In the next section, we first outline related work. In Section 4, we introduce the SSL-protocol and identify relevant security properties. We then explain how protocol models in the security extension UMLsec of the Unified Modeling Language (UML) can be automatically verified against these security properties. In Section 5, we provide more details on runtime verification, and discuss how the approach we employ in our work exceeds Schneider’s security automata in its formal expressiveness. Section 6 then identifies what we call runtime security properties, which we have derived from our specification used for static verification. We formalise these properties in the widely used temporal logic LTL (Pnueli, 1977), and discuss how to automatically derive a monitor from these formalised properties. Specifically, we provide details on the finite state machines that are generated first, and subsequently on the generated code. Moreover, we state briefly how our results developed at the hand of an application to the open source library Jessie, can be transferred to Sun’s own SSL-implementation as part of the JSSE, which was recently made open source as well. Finally, in Section 7, we conclude.

3. Related work

3.1. Monitoring, runtime verification and security automata

Monitoring systems is a widely used means to verify that the behaviour of a running system, i.e., a stream of isolated events, adheres to its intended behaviour. Many examples are described in different areas much older than the emerging field of runtime verification; for instance, (Halbwachs et al., 1994; Westhead and Nadjim-Tehrani, 1996) describe the use of synchronous observers to dynamically verify control software, and one may even count classic debugging as a form of monitoring (where the system is a “glass-box system” as compared to a “black-box system”, where only the outside visible behaviour can be observed). However, such approaches are typically less rigorous, and less structured than runtime verification, which is formally based on temporal logics, or other forms of regular languages to specify the properties one is interested in, formally. As a scientific discipline, runtime verification was pioneered by works of Havelund and Rosu (2001) (see also Havelund and Rosu, 2002, 2004), who described how to obtain efficient monitors for specifications given in (past-time) linear-time temporal logic (LTL, Pnueli, 1977). Note that for different “flavours” of temporal logic, different approaches to runtime verification exist (cf. Bauer et al. in press; Geilen, 2001; Krukow et al., 2005; Bauer et al., 2006; Baresi et al., 2004 for an overview).

Moreover, via the Property Specification Language (PSL), there exists nowadays an IEEE industry standard, IEEE1850, for temporal logic which subsumes LTL as well. There exists a considerable amount of tool-support for creating and verifying PSL specifications, in particular, with respect to chip design and integrated circuits. We believe that the adoption of PSL and temporal logic by industry is also beneficial for the adoption of our approach in security-critical environments in general.

The techniques used in runtime verification also bear a resemblance with the well-known security automata as introduced by Schneider (2000), and already mentioned in the introduction. Formally, Schneider’s work is based on temporal logic as well, however, imposes restrictions on the types of specifications which can be monitored (or “enforced” to put it in Schneider’s own terms). Security automata are restricted to the so-called safety fragment (of LTL). For a formula which is from the safety fragment, the corresponding (possibly empty) set of words satisfying the formula (the so-called language) is of such a form that any word not in this set can be recognised by an automaton using a prefix of that formula only. Note that this is not always possible for LTL formulae in general, e.g., there exist formulae formalising so-called liveness properties, or co-safety properties, that are not safety properties. Because the properties we consider go beyond the pure safety
fragment of LTL, our approach is strictly more expressive than Schneider’s original work, and this also explains why in our case study (see Section 6), we could not simply use security automata in the first place.

There also exists work by Clarkson and Schneider (2008), in which the scope of properties from describing merely a set of words to sets of sets of words is extended, i.e., to so-called hyperproperties. Although Clarkson and Schneider have been able to describe some important security policies using hyperproperties that cannot be described using the types of properties used in this paper, it is not clear to us whether hyperproperties can be also be operationalized in the same efficient way as non-hyperproperties. We therefore do not use hyperproperties as a specification formalism for our method in this paper, although this could indeed be interesting future work.

Another application of monitoring to security was presented in (Vanoverberghe and Piessens, 2008). The paper proposes a caller-side rewriting algorithm for the byte-code of the .NET virtual machine where security checks are inserted around calls to security-relevant methods. The work is different from ours in that it has not been applied to the security verification of cryptographic protocols, which pose specific challenges (such as the correct use of cryptographic functions and checks). In another approach, Spanoudakis et al. (2007) propose to use formal patterns of LTL formulae that formalise frequently reoccurring system requirements as security monitoring patterns. Again, this does not seem to have been applied to cryptographic protocols so far.

3.2. Code-level security hardening

Approaches for code-level security hardening based on approaches other than runtime verification exist as well, including the following examples. Again, they differ from the work we present here in that they have not been applied to crypto-protocol implementations and their specific requirements. Ganapathy et al. (2006) describe an approach for retrofitting legacy code with security functionality, specifically applied to authorisation policy enforcement. It can be used to identify security-sensitive locations in legacy servers in order to place reference monitor calls to mediate these locations. Win et al. (2002) show how to apply aspect-oriented programming to implement security functionality such as access control and logging on the method level.

More recently, there has been a growing interest in formally verifying implementations of crypto-protocols against high-level security requirements such as secrecy with respect to Dolev–Yao attacker models (cf. Jürjens and Yampolskiy, 2005; Goubault-Larrecq and Parrennes, 2005; Jürjens, 2006; Bhargavan et al., 2006). These works so far have aimed to verify implementations which were constructed with verification in mind (and in particular fulfil significant expectations on the way they are programmed) (Goubault-Larrecq and Parrennes, 2005; Bhargavan et al., 2006), or deal only with simplified versions of legacy implementations (Jürjens and Yampolskiy, 2005; Jürjens, 2006). Our use of runtime verification is motivated by the observation that so far it has not seemed to be feasible to statically and formally verify legacy implementations of practically relevant complexity against high-level security requirements such as secrecy.

Other work on security verification on the code level includes Christodorescu et al. (2005), Bruschi et al. (2006), Ganapathy et al. (2007), Balzarotti et al. (2008), Braun (2008), Cavallaro et al. (2008), Chowdhury et al. (2008). Again, these approaches so far do not seem to have been applied to crypto-protocol implementations.

Other approaches to the model-based development of security-critical software include Basin et al. (2006), Alam et al. (2007), Yu et al. (2007), Gegick and Williams (2007), Horvath and Dörges (2008), Braghin et al. (2008) These do not seem to have been used in connection with runtime verification so far.

4. Security properties of the SSL-protocol

SSL is the de-facto standard for securing http-connections and is therefore an interesting target for a security analysis. It may be interesting to note that early versions of SSL (before becoming a “standard” renamed as TLS in RFC 2246) had been the source of several significant security vulnerabilities in the past (Abadi and Needham, 1996). In this paper, we concentrate on the fragment of SSL that uses RSA as the cryptographic algorithm and provides server authentication (cf. Fig. 1).

As usual in the formal analysis of crypto-based software, the crypto-algorithms are viewed as abstract functions. In our application, these abstract functions represent the implementations from the Java Cryptography Architecture (JCA). The messages that can be created from these algorithms are then usual formally defined as a term algebra generated from ground data, such as variables, keys, nonces, and other data using symbolic operations. These symbolic operations are the abstract versions of the crypto-algorithms.

We assume a set Keys of encryption keys disjointly partitioned in sets of symmetric and asymmetric keys. We fix a set Var of variables and a set Data of data values (which may include nonces and other secrets). The algebra of expressions Exp is the term algebra generated from the set Var ∪ Keys ∪ Data with the operations given in Fig. 2. There, the symbols E, E’, and E” denote terms inductively constructed in this way. Note that, as syntactic sugar, encryption enc(E, E’) is often written more shortly as [E]e, sign(E, E”) as SignK, conc(E, E) as E ≜ E’, and inv(E) as E −1. In that term algebra, one defines the equations dec(enc(E,K),iv(K)) = E and ver(sign(E,inv(K)),K,E) = true for all terms E,K, and the usual laws regarding concatenation, head(), and tail().

Note that the cryptographic functions in the JCA are implemented as several methods, including an object creation and possibly initialisation. Relevant for our analysis are the actual cryptographic computations performed by the digest(), sign(), verify(), generatePublic(), generatePrivate(), nextBytes(), and doFinal() methods (together with the arguments that are given beforehand, possibly using the update() method), so the others are essentially abstracted away. Note also that the key and random generation methods generatePublic(), generatePrivate(), and nextBytes() are not part of the crypto-term algebra but are formalised implicitly in the logical formula by introducing new constants representing the keys and random values (and making use of the inv(E) operation in the case of generateKeyPair()).
In our particular protocol, setting up the connection is done by two methods: `doClientHandshake()` on the client-side and `doServerHandshake()` on the server-side, which are part of the SSL socket class in jessie-1.0.1/org/metastatic/jessie/provider. After some initialisations and parameter checking, both methods perform the interaction between client and server that is specified in Fig. 1. Each of the messages is implemented by a class, whose main methods are called by the `doClientHandshake()` re `doServerHandshake()` methods. The associated data is given in Fig. 3.

We must now determine for the individual data how it is implemented on the code level, to then be able to verify that this is done correctly. We explain this exemplarily for the variable `randomBytes` written by the method `ClientHello` to the message buffer. By inspecting the location at which the variable is written (the method `write(randomBytes)` in the class `Random`), we can see that the value of `randomBytes` is determined by the second parameter of the constructor of this class (see Fig. 4).

Therefore the contents of the variable depends on the initialisation of the object. In the current program state, the random object was passed on to the `ClientHello` object by the constructor. This again was delivered at the initialisation of the Handshake object in SSLSocket. `doClientHandshake()` to the constructor of Handshake. Here (within `doClientHandshake()`), we can find the initialisation of the Random object that was passed on. The second parameter is `generateSeed()` of the class `SecureRandom` from the package java.security. This call determines the value of `randomBytes` in the current program state. Thus the value `randomBytes` is mapped to the model element \( RC \) in the message `ClientHello` on the model level. For this, `java.security.SecureRandom.generateSeed()` must be correctly implemented. To increase our confidence in this assumption of an agreement of the implementation with the model (although a full formal verification is not the goal of this paper), all data that is sent and received must be investigated. In Fig. 5, the elements of the message `ClientHello` of the model are listed. Here it is shown which data elements of the first message communication are assigned to which elements in the `doClientHandshake()` method.

A crypto-protocol like the one specified in Fig. 1 can then be verified at the specification-level for the relevant security

---

**Fig. 1** – The cryptographic protocol implemented in SSLSocket.java.

**Fig. 2** – Abstract cryptographic operations.

**Fig. 3** – Data for the Handshake message.
requirement such as secrecy and authenticity. This can be done using one of the tools available for this purpose, such as the UMLsec tool (2001–2008), which is based on the well-known Dolev–Yao adversary model for security analysis. The idea is here that an adversary can read messages over the network and collect them in her knowledge set. The adversary can merge and extract messages in the knowledge set and can delete or insert messages on the communication links. The security requirements can then be formalised using this adversary model. For example, a data value remains secret from the adversary if it never appears in the knowledge set of the adversary.

We explain our translation from crypto-protocols specified as UML sequence diagrams to first-order logic formulae which can be processed by the automated theorem prover e-SETHEO (Stenz and Wolf, 2000). The formalisation automatically derives an upper bound for the set of knowledge the adversary can gain.

The idea is to use a predicate \( \text{knows}(E) \) meaning that the adversary may get to know \( E \) during the execution of the protocol. For any data value \( s \) supposed to remain secret as specified in the UMLsec model, one thus has to check whether one can derive \( \text{knows}(s) \). The set of predicates defined to hold for a given UMLsec specification is defined as follows.

For each publicly known expression \( E \), one defines \( \text{knows}(E) \) to hold. The fact that the adversary may enlarge her set of knowledge by constructing new expressions from the ones she knows (including the use of encryption and decryption) is captured by the formula in Fig. 6.

For each object \( O \) in a given sequence diagram, our analysis defines a predicate \( \text{PRED}(O) \) which captures the behaviour of the object \( O \) as relevant from the point of view of the attacker. Thus,

\[
1 \text{ Random}(\text{int } \text{gumIntTime}, \text{byte }[] \text{ randomBytes}) \{ \\
2 \text{ this.} \text{gumIntTime} = \text{gumIntTime} ; \\
3 \text{ this.} \text{randomBytes} = (\text{byte }[]); \text{randomBytes.} \text{clone}(); \\
4 \}
\]

**Fig. 4** – Constructor for random.

For our purposes, a sequence diagram provides, for each object \( O \), a sequence of command schemata of the form await event e – check condition \( q \) – output event e’ represented as connections in the sequence diagrams. Connections are the arrows from the life-line of the source object \( O \) to the life-line of a target object which are labelled with a message to be sent from the source to the target and a guard condition that has to be fulfilled.

Suppose we are given an object \( O \) in the sequence diagram and a connection \( l = (\text{source}(l), \text{guard}(l), \text{msg}(l), \text{target}(l)) \) with:

- \( \text{source}(l) = O \),
- \( \text{guard}(l) = \text{cond}(\text{arg}_1, \ldots, \text{arg}_n) \), and
- \( \text{msg}(l) = \text{exp}(\text{arg}_1, \ldots, \text{arg}_n) \),

where the parameters \( \text{arg}_i \) of the guard and the message are variables which store the data values exchanged during the course of the protocol. Suppose that the connection \( l' \) is the next connection in the sequence diagram with source\(({l'}) = O \) (i.e. sent out by the same object \( O \) as the message \( l \)). For each such connection \( l \), we define a predicate \( \text{PRED}(l) \) as in Fig. 7. If such a connection \( l' \) does not exist, \( \text{PRED}(l) \) is defined by substituting \( \text{PRED}(l') \) with true in this formula.

The formula formalises the fact that, if the adversary knows expressions \( \text{exp}_1, \ldots, \text{exp}_n \) validating the condition \( \text{cond}(\text{exp}_1, \ldots, \text{exp}_n) \), then she can send them to one of the protocol participants to receive the message \( \text{exp}(\text{exp}_1, \ldots, \text{exp}_n) \) in exchange, and then the protocol continues. With this formalisation, a data value \( s \) is said to be kept secret if it is not possible to derive \( \text{knows}(s) \) from the formulae defined by a protocol. This way, the adversary knowledge set is approximated from above (because one abstracts away for example from the message sender and receiver identities and the message order). This means, that one will find all possible attacks, but one may also encounter “false positives”, although this has not happened yet with any real examples. The advantage is that this approach is rather efficient.

For each object \( O \) in the sequence diagram, this gives a predicate \( \text{PRED}(O) = \text{PRED}(l) \) where \( l \) is the first connection in the sequence diagram with source\(({l}) = O \). The axioms in the overall first-order logic formula for a given sequence diagram are then the conjunction of the formulae representing the publicly known expressions, the formula in Fig. 6, and the conjunction of the formulae \( \text{PRED}(O) \) for each object \( O \) in the diagram. The conjecture, for which the automated theorem prover (ATP) will check whether it is derivable from the axioms, depends on the security requirements contained in the class diagram. For the requirement that the data value \( s \) is to be kept secret, the conjecture is \( \text{known}(s) \).

**Fig. 5** – Data in ClientHello message.

5. **Runtime verification for systems monitoring**

Verification on the specification-level checks whether or not an abstract model satisfies predetermined security properties. Monitoring, on the other hand, checks whether or not the implementation of this model correctly and securely realises the specification. More generally, monitoring systems subsume all techniques that help verify that the behaviour of a running
system, i.e., a stream of isolated events, adheres to its intended behaviour. The approaches to monitoring range from ad-hoc to formal methods based on inference and logic (cf. Section 3). The latter are often referred to as runtime verification. In runtime verification, a reference behaviour is specified, typically in terms of a temporal logic language, such as linear-time temporal logic (LTL, Pnueli, 1977), and then a so-called monitor is generated which compares a system’s observable behaviour against this specification. As such, it operates in parallel to the system and is intended not to influence its behaviour.

5.1 Notions and notation

In this section, we briefly recall some basic definitions regarding LTL and runtime verification thereof, and introduce the necessary notation. First, let AP be a non-empty set of atomic propositions, and \( \Sigma = 2^{AP} \) be an alphabet. Then infinite words over \( \Sigma \) are elements from \( \Sigma^\infty \) and are abbreviated usually as \( w \). Finite words over \( \Sigma \) are elements from \( \Sigma^* \) and are usually abbreviated as \( u \). As is common, we set \( \Sigma^\infty = \Sigma^* \cup \Sigma^* \) as the set of all infinite and finite words over \( \Sigma \).

We will adopt the following terminology with respect to monitoring LTL formulae. We will use the propositions in AP to represent atomic system actions, which is what will be directly observed by the monitors introduced further below. Note that, by making use of dedicated actions that notify the monitor of changes in the system state, one can also indirectly use them to monitor whether properties of the system state hold. Thus, we can use the terms “action occurring” and “proposition holding” synonymously. An event will denote a set of propositions and a word will denote a sequence of events (i.e., a system’s behaviour over time). The idea is that a monitor observes a stream of system events and that multiple actions can occur simultaneously.

To specify a system’s behaviour (in order to define a monitor), we employ the temporal logic LTL which is defined as follows.

**Definition 1.** (LTL syntax and semantics, Pnueli, 1977) The set of LTL formulae over \( \Sigma \), written LTL(\( \Sigma \)), is inductively defined by the following grammar:

\[
\text{PRED}(l) = \\
\forall \exp_1, \ldots, \exp_n, (\text{knows}(\exp_1) \land \ldots \land \text{knows}(\exp_n) \\
\land \text{cond}(\exp_1, \ldots, \exp_n) \\
\Rightarrow \text{knows}(\exp(\exp_1, \ldots, \exp_n) \\
\land \text{PRED}(l')))
\]

**Fig. 7 – Connection predicate.**

\[ \varphi ::= \text{true} | \neg \varphi | \varphi \lor \psi \lor \psi \lor \psi U \psi \lor X \psi. \quad \text{pe AP} \]

The semantics of LTL formul\( \alpha \)e is defined inductively over its syntax via the satisfaction relation “\( = \)” as follows. Let \( \varphi, \psi_1, \psi_2 \in \text{LTL}(\Sigma) \) be LTL formul\( \alpha \)e, \( p \in \text{AP} \) an atomic proposition, \( w \in \Sigma^\infty \) an infinite word, and \( i \in \mathbb{N} \) a position in \( w \). Let \( w(i) \) denote the \( i \)th element in \( w \) (which is a set of propositions):

\[ w, i = \text{true} \]
\[ w, i = \neg \varphi \Leftrightarrow w, i \neq \varphi \]
\[ w, i = p \Leftrightarrow p \in w(i) \]
\[ w, i = \psi_1 \lor \psi_2 \Leftrightarrow w, i = \psi_1 \lor w, i = \psi_2 \]
\[ w, i = \psi_1 U \psi_2 \Leftrightarrow \exists k \geq i \text{ s.t. } w, k = \psi_2 \land \forall l \leq k \text{ s.t. } w, l = \psi_1 \]
\[ ("\psi_1 \text{ until } \psi_2") \]
\[ w, i = X \psi \Leftrightarrow w, i + 1 = \varphi \text{ ("next } \varphi\text{")}
\]

where \( w, i \) denotes the \( i \)th position of \( w \). We use \( w(i) \) to denote the \( i \)th element in \( w \) which is a set of propositions. Notice the difference between \( w(i) \) and \( w(i) \), i.e., the former marks a position in the tace, whereas the latter denotes a set.

When \( w \models \varphi \) holds, we also say that \( w \) is a model for the formul\( \alpha \)e \( \varphi \) in the logical sense of the word, meaning that \( w \) is a word which satisfies the formul\( \alpha \)e. Intuitively, the statement \( w, i \models \varphi \) is supposed to formalise the situation that the event sequence \( w \) satisfies the formul\( \alpha \)e \( \varphi \) at the point when the first \( i \) events in the event sequence \( w \) have happened. In particular, defining \( w, i \models \text{true} \) for all \( w \) and \( i \), i.e., the former means that true holds at any point of any sequence of events. We also write \( w \models \varphi \) if, and only if, \( w, 0 \models \varphi \).

Further, as is common, we use \( F \varphi \) as short notation for true \( U \varphi \) (intuitively interpreted as “eventually \( \varphi \)”), \( G \varphi \) short for \( \neg F \neg \varphi \) (“always \( \varphi \)”), and \( \psi_1 \wedge \psi_2 \) short for \( G \psi_1 \wedge (\varphi \psi_1 \psi \psi_2) \), which is thus a weaker version of the \( U \)-operator. For brevity, whenever \( \Sigma \) is clear from the context or whenever a concrete alphabet is of no importance, we will use LTL instead of LTL(\( \Sigma \)). Moreover, we make use of the standard Boolean operators \( \Rightarrow \), \( \land \), … that can easily be defined via the above set of operators.

**Example 1.** We give some examples of LTL specifications. Let \( p \in \text{AP} \) be an action (formally represented as a proposition). Then \( G p \) asserts that at each point of the execution of any of the event sequences produced by the system, \( p \) will afterwards eventually occur. In particular, it will occur infinitely often in any infinite system run.

For another example, let \( \varphi_1, \varphi_2 \in \text{LTL} \) be formul\( \alpha \)e. Then the formul\( \alpha \)e \( \varphi_1 U \varphi_2 \) states that \( \varphi_2 \) holds until \( \varphi_2 \) holds and, moreover, that \( \varphi_2 \) will eventually hold. On the other hand, \( G p \) asserts that the proposition \( p \) always holds on a given trace (or, depending on the interpretation of this formul\( \alpha \)e, that the corresponding action occurs at each system update).
It is worth emphasising the point that the “Until-operator” as defined above can be somewhat counterintuitive to the way that the word “until” is used in natural language; that is, the formula \( a \mathcal{U} b \) is satisfied if and only if \( b \) happens at some point in time in the future, and \( a \) held until then. In the case of the weaker until, \( W \), we do not demand occurrence of \( b \), and the formula would be satisfied also by observing an infinitely recurring action \( a \). Hence, when formalising natural language specifications in terms of LTL, the word “until” in the natural language will very often be translated to “weak until” in LTL.

### 5.2. Monitorable languages

An LTL formula gives rise to a set of infinite words, \( L \subseteq \Sigma^\omega \), i.e., a language whose elements satisfy the formula according to the entailment relation of Definition 1. L also naturally gives rise to another set, defined as \( \Sigma^\omega - L \), i.e., the set of all words not contained in \( L \). Let us now examine some properties of the languages (i.e. sets of words) that can be specified this way. We first introduce the notion of bad and good prefixes.

**Definition 2.** Let \( L \subseteq \Sigma^\omega \) be a language of infinite words over alphabet \( \Sigma \). A finite word \( w \in \Sigma^* \) is called a bad prefix (with respect to \( L \)) if there exists no infinite extension \( w \in \Sigma^\omega \) such that \( uw \in L \) (where \( uw \) is the concatenation of the words \( u \) and \( w \)). In contrast, the finite word \( w \) is called a good prefix (with respect to \( L \)) iff for any infinite extension \( w \in \Sigma^\omega \) it holds that \( uw \in L \).

We say that \( u \) is a good (resp. bad) prefix of \( w \) wrt. a language \( L \) if \( u \) is a prefix of \( w \) and if \( u \) is a good (resp. bad) prefix wrt. \( L \) as defined above. Note that a word \( w \) may have neither a good nor a bad prefix with respect to a language \( L \) associated with a given formula \( \varphi \). In this case, when monitoring this sequence of events, it will at no finite point in time be clear whether all extensions of the sequence of events monitored so far will satisfy the formula \( \varphi \), or not.

**Definition 3.** \( L \) is called a safety language iff all words \( w \in \Sigma^\omega - L \) have a bad prefix.

When we refer to the formula \( \varphi \in LTL \) giving rise to a safety language, we will also use the term safety property to say that the logical models of \( \varphi \) adhere to Definition 3.

**Definition 4.** \( L \) is called a co-safety language iff all words \( w \in L \) have a good prefix.

Note that the complements of safety languages (i.e. the language \( \Sigma^\omega - L \) where \( L \) is a safety language) are exactly the co-safety languages. The proof of this fact is straightforward, by making use of the central observation that a word \( w \) is a bad prefix with respect to the language \( \Sigma^\omega - L \) exactly if it is a good prefix with respect to the language \( L \), which follows directly from the definitions for good resp. bad prefixes.

Note that there exist languages which are both safety and co-safety languages, such as the empty set \( \emptyset \), and the set of all infinite words, \( \Sigma^\omega \). Similarly, there also exist languages that are neither safety nor co-safety languages. In fact, some such languages will play a crucial role for our application of monitoring security properties of the SSL-protocol, which cannot be specified using only safety or co-safety properties alone.

Some typical languages that are neither safety nor co-safety languages fall into a third class of languages, the liveness languages, introduced as follows.

**Definition 5.** \( L \) is called a liveness language iff for every prefix \( u \in \Sigma^\omega \) there exists an infinite extension \( w \in \Sigma^\omega \), such that \( uw \in L \).

Note however that not all languages outside safety and co-safety are liveness languages, and that there are liveness languages that are at the same time co-safety languages. We revisit the examples given above to shed more light on the relationship between these three different classes of formal properties. Note further that there are other definitions of liveness found in the literature. We have adopted here the one given originally by Alpern and Schneider (1984).

**Example 2.** The formula \( G \varphi \) from above (for a given \( \varphi \in AP \)) asserts that at each point of a given event sequence produced by the system, \( p \) will afterwards eventually occur. It does not assert a frequency of the occurrence but demands that \( p \) occurs infinitely often. In particular, every observed behaviour, even if it does not contain an observation of \( p \) yet, can be extended such that \( G \varphi \) is satisfied. This means in particular that \( G \varphi \) is not a safety property: there exist words that are not in the language \( L \) defined by \( G \varphi \), which do not have a bad prefix, because every of their prefixes can be extended to a word in \( L \). In fact, this even holds for all words not in \( L \), and indeed also for all words in \( L \) as well, which proves that \( G \varphi \) is a liveness property. It is not a co-safety property, because there exist words in \( L \) which do not have a good prefix (in fact, none of the words in \( L \) has a good prefix).

For given formulae \( \varphi_1, \varphi_2 \in LTL \), the formula \( \varphi_1 \mathcal{U} \varphi_2 \) is a co-safety property as every word that satisfies this formula has a good prefix, i.e., can be detected via a finite word. This word is of a form such that it satisfies \( \varphi_1 \) finitely often, and then it indeed satisfies \( \varphi_2 \). The formula is not a safety property: One infinite counterexample is the word that satisfies \( \varphi_1 \), but not \( \varphi_2 \). Hence, not all counterexamples have a bad prefix as required by Definition 3. \( \varphi_1 \mathcal{U} \varphi_2 \) is also not a liveness property: a word that does not satisfy \( \varphi_1 \) at its first position cannot be extended to a word that satisfies \( \varphi_1 \mathcal{U} \varphi_2 \).

Finally, for a given \( \varphi \in AP \), the formula \( G \varphi \) is a safety property as all counterexamples have a bad prefix. It is not a co-safety property: Intuitively speaking, one can never be sure that a given event sequence that satisfies \( p \) up to a given finite point in time will always satisfy \( p \). It is also not a liveness property because again, a word that does not satisfy \( p \) at its first position cannot be extended to a word that satisfies \( G \varphi \).

The above three examples demonstrate that each of the classes of safety, co-safety resp. liveness properties contain properties not contained in any of the other two classes. One should also note that there exist properties that are not contained in any of the three classes.

In particular, there are properties which we believe to be security-relevant and which cannot be monitored using...
Schneider’s security automata (Schneider, 2000), which however can be monitored using our approach, as we will discuss in Section 5.3. For example, these can be properties of the form “an event will eventually happen” (as in the second example above). For this kind of property, the monitor cannot only just confirm that the relevant event has happened when it has happened. It can potentially also confirm at a given point in the execution of the system, that the event will not eventually happen (i.e. it will never happen from this point onwards). There are indeed security-relevant uses for such properties. One particularly important class is denial-of-service properties. Although this paper is not specifically concerned with denial-of-service, this might enable him to launch a denial-of-service attack against the protocol.

We will now briefly explain the approach for runtime verification used in this paper. Let \( \varphi \in \text{LTL} \) be the specification we wish to monitor. The monitors generated by our approach monitor this formula by interpreting it using a 3-valued semantics that is defined with respect to a finite event sequence as follows.

**Definition 6.** Let \( \varphi \in \text{LTL} \), and \( u \in \Sigma^* \). Then, a monitor for \( \varphi \) realises the following entailment relation:

\[
[u] = \varphi := \begin{cases} 
\top & \text{if } u \text{ is a good prefix wrt. } L(\varphi) \\
\bot & \text{if } u \text{ is a bad prefix wrt. } L(\varphi) \\
? & \text{otherwise.}
\end{cases}
\]

The [ ] is used to separate the 3-valued monitor semantics for \( \varphi \) from the classical, 2-valued LTL semantics introduced in Definition 1.

Note that monitoring only makes sense if there is hope that a conclusive answer (i.e., \( \neq ? \)) is obtainable at all. If the language does not allow for such an answer, then it makes little sense to monitor it, as all verdicts by such a monitor would yield \( ? \). Therefore, we define the set of languages that are monitorable using our approach as follows:

**Definition 7.** Let MON be the set of all languages over an alphabet \( \Sigma \), for which there exists some \( u \in \Sigma^* \), such that \( [u] = \varphi \neq ? \).

Thus, MON is the set of all languages for which there exists a good or bad prefix. Note that not all words need to be recognizable for such a language via a good, resp. bad prefix—just some, such that the monitor can detect such a prefix should it occur. For such languages, our approach to runtime verification will produce a monitor that outputs \( \top \) in case of a good prefix and \( \bot \) in case of a bad prefix observed. While neither is observed, such a monitor will output \( ? \), meaning that the prefix seen so far does not allow a more conclusive answer as to whether the monitored language will be satisfied or violated when extending the prefix.

Notably, the generated monitors are able to detect good resp. bad prefixes of the monitored property \( \varphi \), should they exist and occur, as early as possible. That is, if the observed trace \( u \in \Sigma^* \) is a good resp. bad prefix for \( \varphi \), then the monitor will not return \( ? \) as verdict. As such it detects minimal good resp. bad prefixes.

To provide a more precise comparison with Schneider’s security automata in the next subsection, we also define the following notion of syntactically monitorable properties.

**Definition 8.** Let \( \text{MON}_{\text{syn}} \) be the set of all languages that correspond to properties defined as conjunctions or disjunctions of safety and co-safety properties (i.e., properties \( \varphi_1 \land \ldots \land \varphi_n \) or \( \varphi_1 \lor \ldots \lor \varphi_n \) where the \( \varphi_i \) are safety or co-safety properties). Note that \( \text{MON}_{\text{syn}} \) includes all safety and co-safety properties because true is both a safety and a co-safety property, and recall that co-safety properties are exactly the negations of safety properties.

**Proposition 9.** We have \( \text{MON}_{\text{syn}} \subseteq \text{MON} \).

**Proof.** [44, Th. 3.1] shows that the class of safety properties is closed under combination using \( \lor \) and \( \land \) (and by duality the same holds for co-safety properties). It is therefore sufficient to consider the case \( \varphi \land \psi \) where \( \varphi \) is a safety property and \( \psi \) is a co-safety property (the case for \( \varphi \lor \psi \) again works by duality). By definition of safety properties, we know that all words that do not satisfy \( \varphi \) have a bad prefix. If there is no word that does not satisfy \( \varphi \), then \( \varphi \land \psi \). Otherwise, there is a word with a bad prefix for \( \varphi \), which is also a bad prefix for \( \varphi \land \psi \).

### 5.3. Expressiveness in comparison to security automata

Schneider’s security automata (Schneider, 2000) which he proposes for the “enforcement” of system properties, accept exactly elements of the safety fragment of \( \omega \)-regular languages, \( w \)-regular languages, in contrast to regular languages (i.e., the languages which can be defined via commonly used regular expressions or finite automata), are those which can be defined via infinite automata, such as nondeterministic Büchi automata (cf. Clarke et al., 1999). Moreover, the languages definable in LTL are \( w \)-regular, although not every \( \omega \)-regular language is definable in LTL. From the discussion in the previous subsection it then follows that, using complementation of a given system property (specified in LTL), security automata could also be used to “enforce” co-safety properties. That is, if \( \varphi \in \text{LTL} \) is a safety property corresponding to desired system behaviour, then its negation, \( \neg \varphi \), is a co-safety property corresponding to undesired system behaviour. The result of the automaton/monitor would then have to be inverted, accordingly.

As we have seen in the previous subsection, however, sometimes we may want to specify properties which may not fall into either category of safety or co-safety languages (cf. also our application in Section 6.1). Notably as such they also exceed the expressiveness of security automata, although we have managed to successfully create monitors for those. Let us therefore formally establish in what sense our approach to runtime verification exceeds the expressiveness of security automata. Schneider abbreviates the set of languages accepted by security automata as EM, which as pointed out
above, coincides with the safety fragment of \(\omega\)-languages. For
EM he observes:

**Proposition 10.** *(Schneider, 2000)* If the set of executions for
a security policy \(\varphi\) is not a safety language, then an enforce-
ment mechanism from EM does not exist for \(\varphi\).

Let us now relate this class MON of properties which are
monitorable in our approach with the class EM of properties
"enforceable" by security automata:

**Theorem 11.** It holds that \(EM \subseteq MON_{syn} \subseteq MON\).

**Proof.** The statement \(EM \subseteq MON_{syn}\) follows from the facts that
EM is contained in the class of safety properties (which was
shown in Proposition 10 above), and that \(MON_{syn}\) includes the
class of safety properties, as noted above. (Note that the
statement is still true if we use the "trick" explained above
which would allow us to enforce co-safety properties using
EM, since \(MON_{syn}\) also includes the class of co-safety
properties.)

To show that \(MON_{syn}\) is strictly larger than EM, it suffices to
exhibit a language in \(MON_{syn}\), which is demonstrably not contained in EM. Consider the property \(-F a \lor F b\) where a and
b are distinct atomic propositions. The corresponding
language is in \(MON_{syn}\), since \(-F a\) is a safety property and \(F b\)
a co-safety property. \(-F a \lor F b\) is not in EM because it is not
a safety property (nor a co-safety property): Infinite event
sequences containing a but not b do not satisfy \(-F a \lor F b\), but
do not have a bad prefix (and infinite event sequences con-
taining neither a nor b satisfy \(-F a \lor F b\), but do not have a
good prefix). \(\square\)

Note that Property 2 of Section 6 is an example which is
contained in MON but not in EM: it is neither safety, nor co-
safety as there exists a model without good prefix as well as
a counterexample without bad prefix for it (as explained in
detail there). On the other hand, using our approach, there
exists a monitor for it, which is depicted in Fig. 10. Therefore,
this property is indeed in MON.

### 6. Monitoring runtime security properties
of SSL

In order to monitor properties of the SSL-protocol, we first
need to determine how important elements at the model level
are implemented at the implementation level. Basically, this
can be done in the following three steps:

- Step 1: Identification of the data transmitted in the sending
  and receiving procedures at the implementation level.
- Step 2: Interpretation of the data that is transferred and
  comparison with the sequence diagram.
- Step 3: Identification and analysis of the cryptographic
  guards at the implementation level.

In Step 1, the communication at the implementation level
is examined and it is determined how the data that is sent and
received can be identified in the source code. Afterwards, in
Step 2, a meaning is assigned to this data. The interpreted data
elements of the individual messages are then compared with
the appropriate elements in the model. In Step 3, it is
described how one can identify the guards from the model in
the source code.

To this aim, we first identify where in the implementation
messages are received and sent out, and which messages
exactly. In doing so, we exploit the fact that in most imple-
mentations of cryptographic protocols, message communi-
cation is implemented in a standardised way (which can be
used to recognise exactly where messages are sent and
received). The common implementation of sending and
receiving messages in cryptographic protocols is through
*message buffers*, by writing the data into type-free streams
(i.e., ordered byte sequences), which are sent across the
communication link, and which can be read at the receiving
end. The receiver is responsible for reading out the messages
from the buffer in the correct order and storing it into vari-
ables of the appropriate types. Accordingly, in case of the
Java implementation *Jessie* of the SSL-protocol, this is done by
using the methods write() from the class java.io.OutputStream to
write the data to be sent into the buffer and the
method read() from the class java.io.InputStream to read out
the received data from the buffer. Also note that the
messages themselves are usually represented by message
classes that offer custom write and read methods, and in
which the write and read methods from the java.io are called,
subsequently.

Moreover, according to the information that is contained in
a sequence diagram specification of a cryptographic protocol,
the monitor which is generated for performing runtime veri-
fication needs to keep track of the following information:

- Which data is sent out?, and
- Which data is received?

This, in turn, depends on where the monitor will be placed
in the actual and possibly distributed implementation; that is,
certain properties (of the SSL-protocol) are to be monitored at
the client-side while others are to be monitored at the server-
side. While our approach is not restricted to either point of
view, server or client, the users have to make this decision
based on the properties they would like to monitor, the
available system resources, accessibility, and so forth.

The monitors, once in place, will then generally enforce
that the relevant part of the implementation conforms to the
specification in the following sense:

- The code should only send out messages that are specified
to be sent out according to the specification and in the
correct order, and
- these messages should only be sent out if the conditions
  that have to be checked first according to the specification
  are met.

In the next section, we give some example properties
which highlight these two points wrt. the SSL-protocol. Note
that it may depend on a given application and on the
requirements to be monitored whether or not it may be
possible to find monitorable properties whose violation at
runtime indeed prevents the leaking of data (i.e. the detection occurs before the undesirable situation occurs). While this should be generally possible in many real-world applications where runtime monitoring is applicable, there may also be undesirable events that cannot be detected prior to their occurrence, i.e. there does not exist a suitable property that could be specified by the user or monitored by the system, such that its violation would help anticipate or prevent the undesirable event from happening.

6.1. Example runtime security properties

In this section, we consider the examples listed below for properties that should be enforced using runtime verification in the case of the SSL protocol specified in Fig. 1 in more detail. Each of these properties enforces on the implementation level the implicit assumption that had to be made for the model-level security analysis that any of the messages in the protocol specified in Fig. 1 is only sent out after the relevant protocol participant has satisfactorily performed the required checks on the message that was received just before.

(i) ClientKeyExchange(encK, (PMS)) is not sent by the client until it has received the Certificate(X509Cers) message from the server, has performed the validity check for the certificate as specified in Fig. 1, and this check turned out to be positive.

(ii) Finished(HashMD5(md5s, ms, PAD1, PAD2)) is not sent by the server to the client before the MD5 hash received from the client in the message Finished(HashMD5(md5s, ms, PAD1, PAD2)) has been checked to be equal to the MD5 created by the server, and correspondingly for the SHA hash, but will send it out eventually after that has been established.

(iii) The client will not send any transport data to the server before the MD5 hash received from the server in the Finished(HashMD5(md5s, ms, PAD1, PAD2)) message has been checked to be equal to the MD5 created by the client, and correspondingly for the SHA hash. Below we consider each of the three properties in detail.

Property 1. Step 1 and 2 of the above procedure, yield the two abstract messages ClientKeyExchange and Certificate. Moreover, once we have identified in the source code where these messages are sent respectively received and evaluated, we can add at this point custom code that sets or unsets two “flags”: the flag ClientKeyExchange(encK, (PMS)) is set by the code if and only if the message ClientKeyExchange is sent by the client, and the flag Certificate(X509Cers) is set if and only if the certificate was received and positively checked. Otherwise, both flags are unset. Coming back to our formal model of LTL runtime verification (see Section 5), this yields the following set of atomic propositions:

\[ AP = \{ \text{ClientKeyExchange}(\text{encK}, (\text{PMS})), \text{Certificate}(\text{X509Cers}) \} \]

whose names correlate with the ones displayed in Fig. 1. Notice that LTL as introduced in Section 5 does not cater for parameters, and parameters in an action’s name are therefore not a semantic concept.

Based on AP we can now formalise the required property in LTL as follows, using the “weak until” operator, which in particular allows for the fact that if the certificate is never received, then the formula is satisfied if in turn the message ClientKeyExchange(encK, (PMS)) is never sent.

\[ \varphi_1 = \neg \text{ClientKeyExchange}(\text{encK}, (\text{PMS})) \mathcal{W} \text{Certificate}(\text{X509Cers}) \]

This meets our intuitive interpretation of the “until” in the natural language requirement because if, for example, a man-in-the-middle attacker deletes any certificate message sent by the server, we cannot possibly demand that ClientKeyExchange(encK, (PMS)) should be eventually sent by the client.

We can then use the approach to runtime verification described in detail in Bauer et al. (2006) and realised in the open source tool LTL3 Tools to automatically generate a finite state machine for monitoring this formula. From this finite state machine, we subsequently generate Java code, i.e., the executable monitor (for details of this process, see Section 6.2), which watches over the protocol implementation while our client participates in an SSL-session. The executable monitor signals the value \( \top \) (“property satisfied”) once the certificate was received and checked, \( \perp \) (“property violated”) if the client sends the key without successful check, and it will signal the value ? (“inconclusive”) as long as neither of the two conditions holds. Recall that the stream of events that is processed by the monitor consists of elements from \( 2^\mathbb{A} \) (i.e., the power-set of all possible system actions). That is, at each point in
time, the monitor keeps track of both events: the sending of ClientKeyExchange(encK, (FMS)) and the receiving of Certificate(X509Certs). Hence, as long as none of the events is observed, the monitor basically processes the empty event. Moreover, $\varphi_1$ is a classical safety property, because all counterexamples have a finite bad prefix, i.e., can be recognised as such after finitely many observations. As such, this property is also recognisable by a security automaton.

**Property 2.** In order to monitor the second requirement as given above, we now take the point of view of the server rather than that of the client. Let

$$AP = \{\text{Finished(HashMD5(mdS, ms, PAD1, PAD2)),}$$

$$\text{Arrayequal(mdS, mdS)}\}.$$  

Notice, how we have not added $\text{Arrayequal}(sha, sha)$ to $AP$. The reason for this is that we will be actually creating two monitors both operating over their own respective alphabets. We can now formalise the corresponding LTL property with respect to $AP$ as we did before:

$$\varphi_2 = (\neg\text{Finished(HashMD5(mdS, ms, PAD1, PAD2))}$$

$$W \text{Arrayequal(mdS, mdS)}$$

$$\land (F \text{Arrayequal(mdS, mdS)})$$

$$\Rightarrow F \text{Finished(HashMD5(mdS, ms, ...))}.$$  

To monitor the analogous statement for the SHA rather than the MD5, we define an additional formula, $\varphi_2'$, where all occurrences of the proposition $\text{Arrayequal(mdS, mdS)}$ are replaced by the proposition $\text{Arrayequal}(sha, sha)$, respectively. Neither of the two formulae are actually safety or co-safety properties, although there exist finite traces which violate, respectively, satisfy the formula: For instance, consider a trace $u = \emptyset; \{\text{Finished(HashMD5(mdS, ms, PAD1, PAD2))}\}$ which violates the first part of our conjunction since this implies $\text{Finished(HashMD5(mdS, ms, PAD1, PAD2)}) = T$, but $\text{Arrayequal(mdS, mdS)} = F$. On the other hand, the trace $v = \emptyset; \{\text{Arrayequal(mdS, mdS)}\}$ is a model for $\varphi_2$, since our second observation in $v$ shows that the MD5 checksum was successfully compared, and until then, $\text{Finished(HashMD5(mdS, ms, PAD1, PAD2))}$ did not hold. Note that $\emptyset$ means that all propositions in $AP$ are interpreted as $\perp$ (i.e. that none of the monitored events occurs at that point in time), and we use the symbol $\parallel$ to denote the concatenation of events. However, as pointed out above, $\varphi_2$ is not a co-safety property since, besides the trace $v$ which has a good prefix, there also exists the infinite model $v = \emptyset; \emptyset; \emptyset; \ldots$ without a good prefix, i.e., $\text{Finished(HashMD5(mdS, ms, PAD1, PAD2))}$ never holds. Recall, the concept of co-safety asserts that all models possess a finite good prefix (Definition 4). Moreover, it is not a safety property since there exists the infinite counterexample $u = \{\text{Arrayequal(mdS, mdS)}\}; \emptyset; \emptyset; \ldots$ without a bad prefix. Recall, the concept of safety asserts that all counterexamples can be recognised via a finite bad prefix (Definition 3), and $u$, if infinitely extended with $\emptyset$ is, indeed, a counterexample, although it cannot be recognised as such after finitely many observations. Note that a monitor for this property is given in Section 6.2, although there exists no corresponding Schneider security automaton for it.

**Property 3.** Lastly, the above requirement 3 can be formalised as follows:

$$\varphi_3 = (\neg\text{Data W Arrayequal(mdS, mdS)}),$$

where $AP$ is similar as in the previous example, but contains a proposition indicating the sending of data, Data. Here we have a real safety property again since all traces of violating behaviour for $\varphi_3$ are recognisable after finitely many observations. It is not co-safety since the infinite trace $w = \emptyset; \emptyset; \ldots$ satisfies $\varphi_3$, which would be the case if an intruder has intercepted and kept the $\text{Finished(HashMD5(mdS, ms, PAD1, PAD2))}$ message, such that it is never received at the server-side. Again, as in the previous example, we create a second monitor to check the outcome of the SHA-comparison.
Monitoring a property like $G p$ means that the corresponding monitor would output $?\!\!$ as long as no violation occurred, but never $\top$, since all models are infinite traces without good prefixes. However, $\varphi_2$ and $\varphi_3$ are such that they do have models with good prefixes, hence the corresponding monitor can output all three values of { $\top$, $\bot$, $?$}, depending on the observed system behaviour. The same holds for $\varphi_1$, which is actually a safety property. Note that, had we used the “strong until” operator $U$ in $\varphi_1$ and $\varphi_2$, then both properties would be classical co-safety properties. Co-safety properties would be monitorable using security automata, however, only via the detour of complementing them and checking that the complements do not hold (i.e., one has to “invert” the semantics). Using LTL3 Tools this detour is not necessary. We can directly generate a monitor for $\varphi_1$ and $\varphi_2$ (also for the variants using the “strong until” operator).

### 6.2. Implementation

Once we have formalised the natural language requirements in terms of LTL formulae as above, we can then use our LTL3 Tools ([LTL3 Tools, 2008](http://logging.apache.org/)) to automatically generate finite state machines (FSM) from which we derive the actual (Java) monitor code. The FSMs obtained from LTL3 Tools are of type Moore, which means that, in each state that is reached, they output a symbol (i.e., $\top$, $\bot$ (res), or $\top$ (ver)). States are changed as new system actions become visible to the monitor. The FSM generated for the runtime security property $\varphi_2$ is given in Fig. 9. The initial state is (0,0) whose output is $?\!\!$. If event (cert) occurs, short for {Certificate(X509 Cert)}, then the monitor takes a transition into state (1, -1) and outputs $\top$ to indicate that the property is satisfied. On the other hand, if neither cert nor cke, short for ClientKeyExchange (encK, (PMS)), occurs, then the automaton remains in (0,0) and outputs $\top$, indicating that so far $\varphi_1$ has not been violated, but also not been satisfied. A violation would be the reaching of (–1,1), if event (cke) occurs (before cert), such that the monitor would output $\bot$. Generating code from this state machine is a straightforward exercise, which we only outline by giving a code example of the generated code (see Fig. 8). This code in turn is embedded into an event loop, such that new events can enforce the triggering of transitions, and changing of states. The current state information is stored inside the variable m_state, whereas the events are abbreviated by definitions.

In order to determine which event has occurred, we use a set of program flags (i.e., Boolean variables) which are initially set to false. We set these to true as soon as an identified action has taken place. The combination of flags then determines the current event to process by the monitor. Hence, once the monitor code is generated, the only code that needs to be added to the main application is the code to set the flags, and the code to communicate them in terms of events to the monitor class. According to our experiences, an LTL property of the size that usually occurs in these kinds of application results into a monitor of 150 LOC in Java, including communication code between application and monitor.

The remaining two properties, $\varphi_2$ and $\varphi_3$ are implemented in the same manner. For brevity, we do not discuss their internals in detail, but give the automatically generated FSMs in Figs. 10 and 11, respectively. Note that these monitors are good examples to demonstrate that it is, indeed, feasible to monitor properties beyond the “safety spectrum” that Schneider’s security automata capture: All FSMs cover all the three different truth values, and not all of them are safety (or co-safety) formulae (as discussed above in detail).

Notice that other comprehensive Java programs but Jessie are often developed in parallel with an event logging library such as log4j, which can then directly be used for capturing all relevant system events that the monitors require. If no such library is used, as in the case of Jessie, then the set of relevant events needs to be identified first, and all occurrences in the code instrumented accordingly.

### 6.3. Application to Sun’s JSSE implementation

Let us also briefly explain how one can apply the runtime verification approach which we discussed above in terms of the open source implementation Jessie of the JSSE to Sun’s very own implementation as a library in the standard JDK (since version 1.4), which was recently made open source. The source code of this library (after version 1.6) can be checked

![Fig. 11](http://logging.apache.org/) – Automatically generated FSM for $\varphi_2 = \text{data W equal}$.

### Table 1 – Traceability mappings in JSSE 1.6.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>JSSE 1.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. C</td>
<td>HandshakeMessage.ClientHello</td>
</tr>
<tr>
<td>2. S</td>
<td>HandshakeMessage.ServerHello</td>
</tr>
<tr>
<td>3. Peer</td>
<td>protocolVersion</td>
</tr>
<tr>
<td>4. Rc</td>
<td>clnt_random</td>
</tr>
<tr>
<td>5. Rsk</td>
<td>svr_random</td>
</tr>
<tr>
<td>6. Sdk</td>
<td>sessionid</td>
</tr>
<tr>
<td>7. Ciphers[ ]</td>
<td>cipherSuites</td>
</tr>
<tr>
<td>8. Comp[ ]</td>
<td>compression_method</td>
</tr>
<tr>
<td>9. Veri</td>
<td>CertificateVerify.verify()</td>
</tr>
</tbody>
</table>

3 http://logging.apache.org/.
out from the Open JDK repository. To perform the runtime verification as explained above on this implementation, one only needs to modify the mappings between the specification elements and their implementations that provide the traceability of the model to the implementation level. For example, in the Jessie implementation, the doHandshake protocol is mainly implemented in the class SSLSocket of the Jessie (v. 1.0.1) library, whereas in the library implementation in the OpenJDK 1.6 (hereafter called JSSE 1.6), the protocol is mainly implemented in the class sun.security.ssl.HandshakeMessage. Nevertheless, the naming of the symbols can be traced to the implementation. Table 1 lists some mapping from the symbols in Fig. 1 to their naming in the JSSE 1.6 library.

7. Conclusions

In this article, we successfully address the open problem of how to enforce that certain assumptions implicit in the Dolev–Yao style verification of crypto-protocol specifications are satisfied on the implementation level. Towards this goal, runtime verification allows us to monitor even complex, history-dependent specifications as they arise for security protocols. We have seen, in particular, that some crucial runtime correctness properties of our SSL-implementation could not be monitored using prior formal approaches to monitoring security-critical systems, since they exceed the expressiveness of the safety fragment (of LTL), which is the fragment monitorable by Schneider’s security automata. As an example for a security weakness that can be found using our approach, the approach helped us detecting a missing signature check in the Jessie implementation of the SSL-protocol.

However, as can also be seen by some of our properties, it is often difficult to decide whether or not a formula is a safety property, whether it is co-safety, or neither—even for the trained eye. In fact, it is known that given some formula \( \phi \in LTL \), deciding whether \( \tau(\phi) \) is safety (co-safety) is a PSPACE-complete problem (Alpern and Schneider, 1987; Sistla, 1994). Hence, there are theoretical limitations to our approach, whenever it is not clear to the designer of a system whether or not some imposed security property is monitorable at all. However, due to the completeness result, we cannot hope to provide a more efficient or convenient way for performing this check. Also, from the practical point of view, the user can simply attempt to generate the monitor using the LTL3 Tools. If that should fail, then the user has the option to syntactically simplify the input formula, or perhaps to generate multiple smaller monitors for the subformulas of the original input that will later operate in parallel.

Once the monitors are generated, then the resulting overhead from using monitors is minimal, in the sense that one can show that other approaches for generating monitors from LTL formulae cannot be any more efficient: For example, the particular approach described in (Bauer et al., 2006) and realised by the LTL3 Tools (LTL3 Tools, 2008) creates monitors with (near to) optimal space complexity with respect to the property to be monitored. It should be pointed out, however, that the intermediate steps in generating a monitor involve a double exponential “blow up” in the length of the specification, but this does not necessarily affect runtime efficiency, when the monitors are minimised as a final step. On the other hand, sophisticated event logging libraries such as Log4j can create a considerable space and time overhead, which is another reason why we have chosen to instrument our application manually in a more lightweight fashion by setting orunseting a number of flags.

Although comprehensive performance tests in terms of the exact overhead of the instrumentation are yet to be carried out, we have collected some preliminary performance indicators using the comprehensive collection of LTL formulae that is underlying Dwyer et al.’s commonly used Software Specification Patterns (cf. Dwyer et al., 1998). This collection of formulae, taken from real-world applications that employ formal specification using temporal logic, consists of a total of 447 formal specifications, of which 97 were given in terms of LTL. Although the 97 formulae were between 2 and 44 token in length, none of the generated (and minimised) monitors consisted of more than 6 states, which is at least an indication that the expected performance overhead for practical specifications, such as represented by Dwyer et al.’s formulae, is manageable, or even negligible as it was the case with our example properties.

Moreover, for the purposes of this paper, we could only demonstrate how to monitor a selected set of properties. Many more properties would be important to monitor, such as, for example, monitoring that the data stream in an SSL transaction is indeed encrypted.
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