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Abstract

Adequacy is an important criterion for judging the correctness of formal reasoning. The issue is particularly subtle in the expansive case of approaches to languages with name-binding. We posit that adequacy of a novel representation technique is best addressed by formalizing an isomorphism or, more generally, an interpretation explicating the new approach in terms of a more conventional one. We present an example formalization of an isomorphism relating nominal and higher-order abstract syntax techniques. We also outline steps towards a systematic framework that could be used for proving adequacy results automatically, which we believe would help make representation techniques more transparent to end-users of mechanized metatheory verification systems, and provide insight into the relative merits of different approaches.
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1 Introduction

Adequacy is an important criterion for judging the correctness of formal reasoning about languages with name-binding. Intuitively, adequacy means that an object language corresponds with its representation in a formal system in a way that justifies reasoning about the object language via its representation. The term adequacy was introduced by Harper, Honsell and Plotkin in their seminal work on LF [3]. However, as Crary and Harper have pointed out, adequacy is also important for other formalisms for mechanized metatheory, including nominal techniques [1].

To avoid confusion, we introduce a distinction between two senses of the term adequacy. By informal adequacy we mean that the formalization of a mathematical object matches its informal definition. Since informal mathematical definitions are sometimes ambiguous or subjective, informal adequacy is in general a subjective judgment, and thus beyond the scope of formalization. Conversely, by formal adequacy we mean that two candidate formalizations of an object language are (provably) equivalent in an appropriate sense. Formal adequacy cannot guarantee informal adequacy; however, it is comforting if we can prove that a novel representation is equivalent to a well-understood, conventional one (and disconcerting if we
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cannot). Henceforth, we just write “adequacy” for “formal adequacy”.

An LF representation is considered adequate with respect to an object language (equipped with a suitable notion of substitution) provided there exists a bijection from the object-language terms to LF terms of an appropriate type that is compositional in the sense that the object-language substitution maps to metalanguage substitution. Proving adequacy properties in LF requires first establishing that LF terms have unique β-normal, η-long canonical forms \([4,5]\), and once this is done, showing that a given encoding function is bijective and compositional.

Verifying adequacy is essential for avoiding subtle errors in reasoning. However, adequacy proofs are tiresome and are typically conducted on paper using informal approaches to name-binding; thus, they share the well-known disadvantages of paper-and-pencil syntactic proofs. There are a few treatments of adequacy for other techniques besides LF \([3,4,5,8]\), notably Crole’s \([2]\) development of adequacy for the Hybrid system, Norrish and Vestergaard’s \([7]\) formalization of isomorphisms among several definitions of the untyped lambda-calculus, and Urban’s isomorphism between classical and nominal representations of the lambda-calculus \([9, Sec. 3]\).

As far as we know none of this work has been mechanically formalized other than Norrish and Vestergaard’s work. There appears to be little agreement as to how to define adequacy for other representations besides higher-order abstract syntax.

In this paper, we advocate formalizing adequacy via isomorphisms or interpretations among appropriate structures, following standard definitions in model theory \([6]\). Using Nominal Isabelle/HOL \([9]\), we verify an isomorphism between canonical higher-order abstract syntax and nominal abstract syntax representations of the untyped lambda-calculus. This result has not been formalized mechanically before as far as we know, and adds to the existing body of evidence \([7]\) that these and other formalisms correctly capture the “real” lambda-calculus. However, isomorphisms are limited to structures that share a common signature. To avoid this limitation, we introduce a more general form of adequacy based on interpretations and speculate on the development of a systematic framework for adequacy that would decrease the effort involved in proving adequacy results and shed light upon the relationships among different representation formalisms.

2 Adequacy via isomorphism: an example

We take the view that the goal of adequacy is to justify reasoning about one structure by reasoning about another. It is nontrivial to relate different formalisms because they may use entirely different notions to talk about “the same” things. The concept of isomorphism is a natural way to capture what is really “the same” about two candidate representations of, say, the lambda-calculus, while allowing us to abstract away from implementation details.

Here, we consider first-order relational structures. Concretely, let \(\sigma\) be a relational signature and \(\mathcal{M}, \mathcal{N}\) be models of \(\sigma\) (in the usual sense in first-order logic). Recall that an isomorphism of relational structures is a function \(h : \mathcal{M} \rightarrow \mathcal{N}\) that is bijective and such that for every \(n\)-ary relation \(R \in \sigma\), we have \(R^\mathcal{M}(x_1, \ldots, x_n) \iff R^\mathcal{N}(h(x_1), \ldots, h(x_n))\). Isomorphisms among first-order structures preserve all properties that are first-order definable using the relations in \(\sigma\). Thus, as a first approx-
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\[ M ::= c \mid x \mid MN \mid \lambda x.N \quad \quad A ::= a \mid A \to A' \]
\[ x : A \in \Gamma \quad c : A \in \Sigma \quad \Gamma \vdash M \uparrow \quad \Gamma \vdash \Gamma \vdash N \downarrow A_1 \quad \Gamma \vdash \Gamma \vdash \Gamma \vdash \lambda x.M \downarrow A_1 \]
\[ \Sigma_\lambda = \{ \lambda : \text{type}, \text{lam} : (\Lambda \to \Lambda) \to \Lambda, \text{app} : \Lambda \to \Lambda \to \Lambda \} \]
\[ \text{app}(\text{lam}(\lambda x.M) N) \leadsto M[N/x] \quad \text{lam}(\lambda x.M) \leadsto (\lambda x.M') \]
\[ \text{app} M N \leadsto \text{app} M' N \quad \text{app} M N \leadsto \text{app} M N' \]

Fig. 1. Syntax, typing rules, signature, and reduction rules for \( \lambda^{HO} \).

\[ h(x) = x \quad h(t \ u) = \text{app} (h(t)) (h(u)) \quad h(\lambda x.t) = \text{lam} (\lambda x.h(t)) \]

Fig. 2. Encoding function

...
such that for every $a$ if $\sigma$ from $t$ and relativizing quantifiers by taking $(\equiv \lambda x. M)$, we have $M \models R(\gamma(a_1), \ldots, \gamma(a_n))$ if and only if $N \models R(\gamma(a_1), \ldots, a_n)$. Moreover, we can extend any interpretation $\Gamma$ to a map from $\sigma$-formulas $\phi$ to $\tau$-formulas $\phi_{\Gamma}$ by replacing occurrences of $R(\bar{t})$ with $R_{\Gamma}(\bar{t})$ and relativizing quantifiers by taking $(\forall x. \phi(x))_{\Gamma} := \forall x. R_{\Gamma}(x) \Rightarrow (\phi(x))_{\Gamma}$. It is important to note that we treat equality (if present) as part of the signature, so that equality in $M$ may be interpreted as an arbitrary formula $=_\Gamma$.

**Theorem 3.1 (Thm. 4.3.1 [6])** If $\Gamma : (M, \sigma) \rightarrow (N, \tau)$ is an interpretation then $M \models \phi(\gamma(\bar{t})) \iff N \models \phi_{\Gamma}(\bar{t})$ for all $\bar{t} \in N_{\Gamma}$.

Thus, an interpretation yields an “isomorphic copy” of $M$ inside $N$, without requiring $M$ and $N$ to use the same language. Interpretations are closed under composition and form a natural class of morphisms among pairs $(M, \sigma)$ of signatures and structures. Any isomorphism of structures over the same signature (as, for example, in the previous section) clearly extends to an interpretation (in both
directions). Interpretations can also be used to formulate adequacy theorems among different formalisms, for example:

**Example 3.2** Consider structures $(\lambda_\alpha, \sim)$, the set of lambda-terms quotiented by $\alpha$-equivalence, and $(\lambda_{\text{raw}}, \sim, \equiv)$, the set of raw lambda-terms equipped with reduction and alpha-equivalence relations; $\lambda_\alpha$ is interpreted in $\lambda_{\text{raw}}$ by $\Gamma : (\lambda_\alpha, \sim) \rightarrow (\lambda_{\text{raw}}, \sim, \equiv)$, where $\gamma(x) = [x]_{\equiv}$, $P_\Gamma(x) = \text{true}$, and $x \rightarrow_\Gamma y = \exists x', y'. x \equiv_\alpha x' \land x' \sim y' \land y' \equiv_\alpha y$.

4 Future directions

To our knowledge, the most rigorous previous treatments of adequacy for HOAS are Harper and Pfenning [5, Sec. 7] and Harper and Licata [4, Sec. 3]. Our adequacy result considers a smaller object-language and simply-typed meta-language, but we have completely formalized it in Nominal Isabelle/HOL. It would be worthwhile to carry out a similar development of adequacy for a dependently-typed LF encoding of a multi-sorted object language such as the typed lambda-calculus, perhaps following the development in Harper and Licata [4].

Verifying adequacy does not seem inherently difficult, but is tedious and must currently be redone for each new representation. Instead of doing this on a case-by-case basis, we are investigating fundamental principles for systematically reasoning about adequacy. In [7], we considered structural collapses, which are intermediate between isomorphisms and interpretations; in fact, the $\gamma$ in Example 3.2 is a structural collapse. An adaptation of the First Isomorphism Theorem of Algebra tells us that two structures obtained, e.g., from raw syntax, by two collapsing functions with equal kernels will be isomorphic. Conversely, we have started investigating inverse isomorphism results that give sufficient conditions for when two structures that collapse to a common formalism will enjoy similar properties. We plan to integrate algebraic and model-theoretic techniques in the context of interpretations.
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